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Abstract

In the modern era of Consumer Electronics (CE), use of Intellectual Property (IP) cores in
global supply chains have become an inexorable part of complex System on Chip (SoC)
design process. Use of IP cores not only speed up the design productivity massively but
also decrease the design period immensely. Importing these IP cores from third-party IP
(3PIP) vendors by the system integrator or SoC designer has become a standard industry
de facto. Earlier, IP vendors have mainly prioritized on the performance and functionality
of an IP core but neglected IP security. As evident, in a typical IP design flow, specification
only includes performance and functionality but totally overlooks an important dimension
i.e., security/protection. With the increasing popularity and prevailing usage of IP cores in
SoC, rivalry between multiple IP core vendors have also multiplied, which invites security
threats like infringement of IP core, IP piracy, dishonest claim of ownership, insertion of
hardware Trojan, etc. Similar to an untrustworthy 3PIP vendor, an adversary may also be
present in a foundry. He/she can launch reverse engineering attack to extract the gate-level
netlist of an IP core. The objective is to counterfeit the IP core, insert Trojan logic, etc.
Sometimes an attack can also be launched on the secured IP core by removing its security
features. Therefore this mandates robust security and protection mechanisms.

Strong security and protection of IP core are expected to become the key focus in recent
years due to the involvement of globalization in the SoC design process. This dissertation
proposes different solutions to secure and protect hardware/IP cores of CE systems from
multiple attacks. To be specific, this thesis provides seven different methodologies for
generating secured IP cores for CE systems at the architectural level. It solves the prob-
lem of (a) fraudulent claim of ownership, IP piracy and IP cloning for DSP IP core by
proposing a novel watermarking methodology which is easily adaptable by any (Computer
Aided Design) CAD tool. The experimental results over the standard applications indicate
an average reduction in the final embedding cost of 6% compared to a recent approach.
(b) Tampering or removal of the implanted signature in the IP cores by inserting a robust
and distributed triple-phase watermarking methodology which is encoded through 7 vari-
ables and dispersed over three different phases. The experimental results over the standard
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applications indicate it yields zero delay and minimal area overhead compared to the base-
line and achieves average cost reductions of 7.38% and 6.25% compared to two similar
approaches. Further, it achieves 3.4 × 1043 and 2.8 × 1019 times more tamper tolerant
than similar approaches. (c) Abusing the rights of the IP core buyer and seller for DSP
kernel applications by implanting IP seller’s watermark and IP buyer’s fingerprint in the
design, thus provides symmetrical IP core protection. Experimental results indicate an
average 1% design cost overhead compared to baseline (unprotected) design and <1%
design cost overhead compared to a non-symmetrical approach. (d) Reverse engineering
attack for DSP kernel by transforming the architecture of an application into a non-obvious
one through a robust multi-stage structural obfuscation methodology. Experimental results
over the standard applications indicate an improvement in the power of obfuscation by 22%
and reduction in obfuscated design cost by 55% is achieved compared to recent prior work.
(e) SAT (Boolean Satisfiability) and removal attacks of the functionally obfuscated DSP
IP core by integrating a custom light-weight Advance Encryption Standard (AES) core in
the design. The AES module utilizes <1% of the available design logic elements of the
FPGA. (f) Reverse engineering attack on the JPEG (Joint Photography Expert Group) IP
core by generating a low-cost structurally obfuscated design. The design cost of the pro-
posed obfuscated JPEG CODEC IP core is reduced by 5% and enhanced the robustness by
76% compared to a non-obfuscated design. (g) Hardware Trojan detection by generating a
low-cost Trojan secured datapath architecture for DSP kernel, which explores the optimal
vendor allocation and loop unrolling factor through Particle Swarm Optimization (PSO)
based Design Space Exploration (DSE). The results generated indicate that a detection rate
of 100% was achieved while handling such Trojans. Therefore, all approaches incur very
minimal design overhead compared to the baseline (unprotected) design and achieve a sig-
nificant reduction in design overhead and improvement in security/robustness compared to
the current state-of-the-art.
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Chapter 1

Introduction

The colossal influence of modern CE on the daily lives of citizens around the world

continues to expand. From smartphones to smart TV, home gateways and routers, set-top

box to smart kitchen appliances followed by multi-spectral cameras to smart-speakers is

taking the world by storm [60, 27]. Continuous innovations in CE industries accompanied

by Information and Communication Technology (ICT) make smart city, smart healthcare,

Intelligent Transportation System (ITS) a reality thereby making human lifestyle smarter,

more sophisticated and fast-paced.

These CE systems are designed using SoC platforms which integrate various system

modules such as memory (SRAM, Flash), A-to-D converter, custom processor or co-processor,

application specific processors (such as DSP), A/V codecs, wireless modems, etc. (shown

in Fig. 1.1). Among these modules, DSP kernels in the form of reusable IP core is at the

heart of every SoC based CE devices. (NOTE: All the abbreviations and their correspond-

ing full form are listed in ‘Acronyms’ section.)

1.1 IP Cores: Heart of the CE Systems

A reusable IP core (also known as soft IP core) is a piece of reusable logic block/cell. CE

systems are heavily reliant on several DSP IP cores for data-intensive or control-intensive

functions. These IP cores are used as a part of SoC design to achieve data/power intensive

computation at high speed, minimal silicon area and low power [8]. For example, a smart-
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Figure 1.1: Design process of SoC based CE systems

phone always has a dedicated processor for handling calculation of image compression

and decompression (CODEC). The job of this application specific processor is to perform

repetitive mathematical tasks in real time. Therefore, the main processor of the smartphone

can be busy with handling tasks like incoming call, SMS, Email, Wi-Fi etc., while the cal-

culations related to image CODEC are delegated to this dedicated processor. It performs

the same calculation for a large set of data. Similar to JPEG CODEC IP core, other DSP

IP cores such as Discrete Cosine Transformation (DCT), Fast Fourier Transform (FFT),

Finite Impulse Response (FIR), Infinite Impulse Response (IIR) Filters etc., also play a

critical role in the successful operation of a CE system. Moreover, the motivation for using

a reusable IP core is to maximize design productivity while minimizing design time. The

current generation SoC designers amalgamate reusable IP cores which are mass-produced,

tested and verified by various companies thus the IP supply chain is distributed worldwide.

Importing these IP cores from third-party IP vendors by the system integrator or SoC

designer has become common industry practice. Previously, IP vendors primarily focused

on IP performance and IP functionality such as hardware optimization, power optimization,

energy efficiency, throughput while neglecting/overlooking the security aspects of an IP

cores. As evident, it can be observed that in a typical IP design flow, performance and

functionality is only included in the specification. However, prevailing usage of IP cores

in the SoC design process increases rivalry among multiple IP core vendors which invites

2
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security threats of system breaching, Reverse Engineering (RE), fraudulent claiming of IP

core ownership/rights, IP piracy/counterfeiting, system trustworthiness, malfunctioning of

hardware etc. (shown in Fig. 1.2). Consequently, looking from the security perspectives,

an IP core has plenty of access points for possible attacks for an adversary. Hence, for a

trusted and secured SoC design, defense of IP cores is of ultimate significance [49, 54].

1.2 VLSI Design Abstraction Levels

Now the question is among all the levels of the design abstraction of an IP core, what is the

best possible level of providing security and protection to a DSP IP core. Before explaining

that, let’s discuss the abstraction levels in IP core design.

The Very Large Scale Integration (VLSI) consists of multiple design and test levels to

satisfy the required design specification. A design engineer accepts the user requirements

as constraints and translates them into specifications. The designing is performed once the

specifications have been determined. This process includes system level, high level, gate

or logic level, transistor or circuit level and physical and layout level. Each of this level is

3



described below (shown in Fig. 1.1) [36].

1. System level: A system is represented as a combination of processes, tasks, hardware

and software in this highest level of abstraction. It handles the overall execution of

the system and the flow of information within the system.

2. Architectural or Behavioral or Algorithmic level: The computations of each individ-

ual processor executed in a system is controlled at this level. The mapping sequences

between the inputs and the outputs of the processors are monitored here.

3. Register Transfer level: A system is specified as a combination of storage elements,

functional units and interconnecting units in this level. As this level represent each

element as a module, it is also known as the module level.

4. Logic or Gate level: A system is represented as a network of logic gates and flip-

flops in this level. This network of logic gates and flip-flops is known as gate-level

netlist or netlist of gates. In this level, the behavior of the system is specified in terms

of logic equations.

5. Circuit or Transistor level: A circuit is represented as a netlist of transistors in this

level. It mainly focuses on the issues related to the nature and number of transistors

used in a system.

6. Physical or Layout level: A circuit or a system specification is represented in terms

of individual transistors. It generates the Graphic Database System (GDS) file which

is a database file format used in fabrication to manufacture the Integrated Circuit

(IC).

The design process of an IC/IP proceeds from the higher level to the lower level. The

automation process of each abstraction level is known as synthesis. Specifying the design at

a higher abstraction level is an effective and beneficial way of handling design complexity.

The DSP IP cores used in CE systems are highly complex in nature as they execute com-

plex algorithms. Therefore, designing such complex DSP cores heavily relies on high-level
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synthesis (HLS) or architectural synthesis. It works as the backbone of the design frame-

work. The reason being such complex DSP cores comprises of more than 10-100 thousand

logic gates thus initiating the design process of such applications from the lower abstraction

level is neither easy nor an industry de facto. Further, selecting/controlling the architecture

of these IP cores is equally important to generate a low-cost, power/area/latency efficient

design. This can be achieved through HLS framework with the integration of DSE module

(driven through intelligent evolutionary algorithms). This would not have been possible if

these design process were started at lower levels.

The next section gives a brief overview of the higher design abstraction levels i.e., HLS.

As the target of this thesis is to propose several security/protection approaches for DSP IP

cores therefore design process of these IP cores must start from either architectural level or

Register Transfer Level (RTL).

1.3 Background on HLS

HLS, also referred to as C synthesis, Electronic System-level (ESL) synthesis, algorithmic

synthesis, or behavioral synthesis is an automated design process that accepts the algo-

rithmic description of an application in the form of Data Flow Graph (DFG) or high-level

languages such as ANSI C, C++, SystemC and generates the RTL hardware description

language (HDL) that implements the same behavior [12, 42, 35, 65]. The hardware de-

scription comprises two units viz. datapath unit and control unit. The datapath unit in-

cludes functional units (adder, multiplier etc.), storage unit (register) and interconnecting

units (multiplexer, de-multiplexer) while the control unit is responsible for the coordination

of the data flow between different modules of the datapath [56].

In the early years, the primary objective of HLS was to give a better control over the

optimization of the design architecture [36, 12]. It helped the hardware designers to build

an efficient and optimized design with the relatively easy verification process.

HLS analyses the input code of the algorithm, performs constraint-based scheduling,

allocation and binding to generate the datapath architecture and the controller architecture

of the algorithm where each component is represented as a block/module in the design. This

5



is further synthesized to generate synthesized RTL netlist. Multiple academic tools (GAUT

[11], LegUp [7] etc.) as well as commercial tools (Vivado, Cyber-Workbench, Bluespec

etc.) are available as example. Each step of HLS is described below [11, 36, 21, 28].

1.3.1 Scheduling

It is the process of mapping the operations of the algorithmic description of the input appli-

cation onto a set of discrete time steps in such a way that all data dependencies/precedence

constraints are satisfied. In other words, scheduling divides the algorithmic behavior (can

be represented as a DFG) into multiple control steps where each step executes a part of the

input application. The number of execution steps increases with the decrement of avail-

able resources and vice versa. Several scheduling algorithms are available in the literature

such as, As Soon As Possible (ASAP), As Late As Possible (ALAP), List scheduling [21],

Force Direct Scheduling (FDS) [43] etc. Discussion on these algorithms is not relevant

considering the scope of the thesis.

1.3.2 Allocation

Allocation is the process of assigning available resources/operators to the corresponding

operations of the design. In other words, allocation decides which operation has been

executed through what hardware.

1.3.3 Resource binding

Binding is the process of providing interconnection between operators and registers through

buses, muxes and demuxes. This interconnection between operators/register can be realized

by generating a multiplexing scheme for each unit. Several algorithms are available for

performing binding such as clique partitioning, left edge algorithm etc [57]. Discussions

on these algorithms is available in the literature.

The protection/security protocols of complex DSP IP cores must be combined during

HLS design process. In other words, another dimension in the form of security/protection
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Figure 1.3: Possible attacks on DSP IP core based CE systems and their proposed defense
mechanisms

must be added to the existing HLS framework. The reasons being (a) the design over-

head due to security constraints/features can be handled easily during DSE, (b) the design

complexity of implanting security is lesser in HLS, (c) the protection/security algorithm

implanted in the higher design level will automatically propagate to the lower design level,

(d) the security algorithms merged with the HLS tool can always automatically generate a

low-cost protected DSP core.

1.4 Security of IP Cores

The significance of IP core protection at the architectural level is mentioned in the sub-

sequent sections. However, there is no single defense mechanism available to combat

all types of attacks. The thesis discusses the details of several attacks for reusable IP

cores (more specifically, DSP IP core) used in different CE devices and their possible de-

fense/detection techniques at the architectural level. The overview of typical attacks on

DSP IP cores based CE system and their proposed defense mechanism is shown in Fig.

1.3.

7



1.4.1 Fraudulent claim of ownership

The designing process of an IP core for multi-modal CE designs involves a lot of man-

hours of research, investment, validation and effort. However, it can be infringed easily

causing a huge financial loss for an original IP owner. Thus IP piracy/forgery and false

claim of ownership is a surging security concern. The standard IP protection mechanisms

such as copyright, patent, trademark, industrial design rights etc., are not applicable to

reusable IP cores designs. In such cases implanting designers signature secretly in the IP

core during its design process is the most effective way of defense for an IP vendor. The

process of embedding the designer’s signature in an IP core design is known as hardware

watermarking. Unlike watermarking of the multimedia artifacts (i.e. image, audio, video

etc.), IP watermarking has zero tolerance towards the modification of the functionality of

the design. This makes IP watermarking more challenging than the watermarking of other

artifacts.

1.4.2 Tampering/removal of implanted signature

Embedding signature to protect IP ownership is vulnerable to tampering and removal at-

tack. In this process, an adversary tries to remove the additional design constraints im-

planted as owner signature completely or partially from the design. The objective is to

thwart its effect. Therefore for a rightful owner of an IP core, just implanting his/her sig-

nature into the IP core design is not enough. It should also have higher robustness and

aforementioned attack-resilient properties.

1.4.3 Abusing rights of IP buyer and seller

In the process of manufacturing an IP core, two entities are involved viz., seller and buyer.

An IP seller (also known as IP vendor) is the creator of an IP core whereas an IP buyer

(also known as IP user) is the purchaser of an IP core. In an IP core, an IP buyer may claim

exclusive buyer privilege so that the same IP copy could not be sold/distributed to his/her

rivals in the market. This is possible when an IP buyer obtains customized specifications

of an IP core from an IP seller, thus creating a unique one-to-one mapping between both
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the entities. Therefore, a protected IP core design is needed which facilitates detection of

unlawfully redistributed/resold duplicates of an IP core by a deceitful IP seller as well as

protect the design from infringements such as piracy and false claim of ownership.

1.4.4 Reverse engineering of IP core

RE of an IP core is a process of identifying its design, structure and functionality. Using

RE one can identify the device technology, extract the gate-level netlist, and infer the IP

functionality. Though according to Semiconductor Chip Protection Act of 1984 (SCPA)

RE is a legal process for teaching, analysis and evaluation purpose, however, an attacker

can illegally use RE process for IP piracy, insertion of malicious Trojan logic, etc.

1.4.5 Unlocking a functionally obfuscated netlist

Functional obfuscation approach is a well-established countermeasure for RE attack for

combinational/sequential circuits. However, functional obfuscation for DSP IP core is a

new research direction now. In this process, locking blocks are inserted into the design to

generate a functionally locked DSP circuit/netlist. However, this approach is vulnerable to

SAT attack [58] and removal attack [68]. In the SAT attack, the objective is to identify the

correct key value of the locked netlist and in the removal attack, the objective is to remove

all the locking blocks to generate an unlocked circuit.

1.4.6 Insertion of malicious hardware logic

For reducing time to market of CE systems, major IP cores such as from digital signal

procession and multimedia are imported from third-party IP (3PIP) vendors. As these 3PIP

vendors are untrustworthy, there is a high possibility of containing malicious logic called

‘Hardware Trojan’ in their IP cores. These malicious logics causes malfunctioning/failure

of the complete CE system.
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1.5 Organization of the Thesis

Rest of the thesis is organized as follows: chapter 2 discusses the current state-of-the-art on

DSP IP core defense/detection mechanism used in CE systems, followed by the objective

and summary of contributions of the thesis. Chapter 3 proposes an approach to solve the

problem of the fraudulent claim of ownership, IP piracy and IP cloning for DSP IP core

used in CE systems. Chapter 4 enhances the defense mechanism by solving the problem of

tampering or removal of the implanted signature. Chapter 5 proposes an approach to solve

the problem of abusing the rights of the IP core buyer and seller. The solution of reverse

engineering attack for DSP kernel is proposed in chapter 6. Further, chapter 7 enhances

the defense mechanism by solving the problem of nullifying the protection through SAT

and removal attacks of the functionally obfuscated DSP IP core. Chapter 8 discusses the

solution to the problem of reverse engineering attack on JPEG IP core. Chapter 9 proposes

a solution to the problem of designing a low-cost Trojan secured datapath architecture for

IP cores. The results of all the proposed approaches are tested and verified through various

well known benchmarks and implemented in CAD tool. The design cost analysis, security

analysis and comparative study (with baseline and related approaches) of all the proposed

approaches are reported in chapter 10. Finally, chapter 11 concludes the research work

presented in the thesis and provides the future scope of the work.
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Chapter 2

State-of-the-Art

This chapter presents the state-of-the-art of various IP core attacks and their correspond-

ing defense/detection mechanisms. Thereafter, objective and summary of contributions of

the thesis are presented. (NOTE: All the abbreviations and their corresponding full form

are listed in ‘Acronyms’ section.)

2.1 State-of-the-Art on IP Core Attacks

The standard IP protection mechanisms such as copyright, patent, trademark, industrial de-

sign rights etc., are not applicable for reusable IP cores designs [50]. In this context, IP wa-

termarking is one of the most effective ways to countermeasure IP piracy, IP infringements

and false claim of ownership. Most of the IP watermarking approaches that are available

in the literature implant additional constraints during lower design abstraction level. For

example, authors in [71] have proposed a power watermark technique for the FPGA cores.

In this approach, the signature is detected at the power supply pins of the FPGA. With this

approach, it is possible to read the watermark only for a given device without any other in-

formation from the vendor of the product. In [40] a hierarchical watermarking method for

FPGA, IP protection is proposed. The authors implanted the watermark into the netlist and

bitstream of the design. In this way, the implanted watermark propagates entirely through

the design flow. Authors in [72] have proposed a power watermarking method that detects

the signature (watermark) at the power supply pins of the FPGA. They integrated the sig-
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nature into functional parts of the watermarked core and detected it from a voltage trace

with high reliability.

As mentioned earlier, these approaches are not useful for protecting IP core digital sig-

nal processing and multimedia application as they embed the watermark in lower design

steps. In that context, the advantages of implanting watermark at the higher abstraction

level are mentioned earlier. Nevertheless, very limited literature exists for IP core water-

marking where the designer’s secret signature is implanted at the higher design abstraction

level [30, 50, 33]. In [30], initially, the owner’s secret signature has been transformed into

its equivalent binary form where each digit (0 or 1) indicates a watermarking constraint.

After that, each constraint is added as an additional edge in the equivalent colored inter-

val graph ([22]) which represents the sharing of registers of the IP core design. Unlike

dual variable (0 and 1) signature in [30], authors in [50] have proposed a multi-variable

(combination of four) encoded watermarking methodology to enhance the protection of a

reusable IP core. In this approach, each variable which carries a unique encoding rule adds

an edge between two node pair in the colored interval graph. Therefore, both [30] and [50]

implant watermarking constraints during a single phase of HLS. In [33], an in-synthesis

IP watermarking technique is presented. The approach uses marking based on mathemati-

cal relationships between numeric values as inputs and outputs at specified times. Both in

[30] and [50], the watermarking constraints are implanted during a single phase i.e., reg-

ister allocation phase of HLS. Hence it could be more vulnerable to signature tampering.

Additionally, area overhead due to insertion of watermarking constraints at the register allo-

cation phase could incur high area overhead. Further, [33] is an in-synthesis process, which

increases the watermark embedding time. Therefore, all these approaches incur high de-

sign overhead which is a major bottleneck for designs working under area/delay constraints

and cost budget.

As discussed earlier, securing the rights of the IP buyers as well as the IP seller is one

of the important goals of IP core protection. There is only one approach in the literature

that has protected the rights of both the entities [31]. In [31], a hidden encrypted mark has

embedded into the physical layout of a digital circuit when it is placed and routed onto the

FPGA. This mark not only uniquely identifies the source of the circuit but also detect the
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original recipient of the circuit. Further, this mark is extremely robust and tamper resistant.

However, this approach provides protection for both the entities in the lower design abstrac-

tion level, i.e. layout level, which is impractical for complex DSP IP cores. Therefore, IP

cores such as DSP kernels are not addressed. Moreover, no design optimization algorithm

has been used to minimize the design overhead due to the insertion of secret marks.

RE attack is another way to launch several attacks: IP piracy, insertion of malicious

Trojan logic etc. Using RE, an adversary can identify the device technology, extract the

gate-level netlist, and infer the IP functionality. Hardware obfuscation is the process of

counter-measuring the RE attack. It enhances the complexity of RE attack for an adver-

sary. Hardware obfuscation can be classified into three parts, (a) by transforming the HDL

code, known as ‘source code-based obfuscation’ (b) by locking the functionality, known

as ‘functional obfuscation’ (c) by obscuring the structure of a design, known as ‘structural

obfuscation’. To thwart an attacker from intercepting the Hardware Description Language

(HDL) code, it either alters [5] the source code into a compound version or encrypts it [2].

In [5], HDL code obfuscation is achieved using diverse alteration approaches which are

challenging for reverse engineering. In [2], the source code is encrypted using the Dead

Code Addition approach on a Crypter.

Functional obfuscation locks the design by implanting additional components known

as key components into it. These components are controlled by key bits. Applying the

correct key will only produce the functionally correct output of the design. There are

multiple functional obfuscation approaches available in the literature for the sequential and

combinational circuits. For these circuits, the additional components could be dummy

states [9], Code-Word [16], XOR/XNOR gates [48, 44, 47], AND/OR gates [19], Lookup

Table (LUT) [3], muxes [63, 69] or combination of these elements [34]. However, all these

approaches are not applicable for complex DSP IP cores. There is only one approach [25] in

the literature which has provided functional obfuscation of DSP IP core. In that approach IP

core Locking Block (ILB) based locking technique is used to obfuscate a DSP design where

each ILB is inserted in the output of each functional unit. It accepts 8 key bits for each ILB.

Further, as the insertion of additional component incurs design overhead, PSO based DSE

is performed to obtain the low-cost functionally obfuscated DSP IP core. However, several
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attack strategies have been available against functional obfuscation techniques, such as

key-sensitization [47], SAT [58] and removal attack. Though this approach is capable of

handling key-sensitization attack, however, failed to defend against rest of the attacks.

Structural obfuscation changes the standard architecture of an IP core into a non-obvious

one while preserving its functionality. This can be achieved through design transforma-

tions, arbitrary assignment of logic components, inserting dummy wires or irregular rout-

ing [62]. It does not insert any additional component as key-gate into the design, thus does

not incur design overhead. There is only one approach in the literature which has provided

structural obfuscation of DSP IP core [32]. In that approach, folding based high-level trans-

formation technique is used to obfuscate a DSP design. This transformation technique is

capable of generating various meaningful modes thus increasing the complexity to iden-

tify the correct functionality within different modes. Further, different equivalent circuits

can be generated based on different folding factor which enhances the ambiguity for an

attacker. Additionally, in folding based transformation, circuits with different functional-

ity may have the same structure and vice versa. This single-stage structural obfuscation

is not secured enough against RE attacks. Moreover, the folding factor is a crucial de-

sign parameter to control the final design cost and hence the intelligent selection of proper

folding factor may lead to an optimized DSP circuit design. However, no optimal folding

factor evaluation process has been proposed in this approach which leads to higher design

overhead due to random/uncalculating selection of folding factor.

Though RE attack is very common for CE systems, the design process of standard

applications such as JPEG CODEC IP core does not aim at providing security against RE.

The current approaches are mainly focused either on the optimization of the software design

[1] or on the improvement of the CODEC technique [67]. However, there is no process that

designs a dedicated JPEG CODEC IP core secured against RE attacks. To design a secured

CE system, protection of JPEG CODEC is crucial as it is a very commonly used IP core in

almost every CE systems.

Hardware Trojan is another type of attack that can be launched in any CE systems to

introduce malfunctioning of the system. There are multiple classes of hardware Trojans

[26, 59]. The detection of Trojans that change the functionality/output of DSP IP core is
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targeted here.

Different types of Trojan detection mechanisms are available in the literature. Trojans

may be inserted in a foundry, therefore different types of detection methods are exist (a)

side channel analysis method [38, 24], (b) logic testing method [18, 10]. Moreover, Trojans

can also be inserted in an IP core, 3PIP or in a design for which detection methods exists

[6, 70, 46, 52]]. However, no effort has been made on generating an optimized Trojan

security aware schedule for the single loop and nested loops DSP kernels (based on user

constraints) capable of providing runtime detection. Authors in [46, 13] duplicate the IPs in

order to detect the presence of a Trojan, however, none of the aforesaid approaches design

single and nested DSP IP core for Trojan detection.

Multiple Excitation of Rare Occurrences (MERO) [10] based compact test pattern gen-

eration technique also exists for Trojan detection which starts with a golden netlist, random

patterns, rare nodes and number of times to activate a node to rare value. However, this

technique is sensitive to Trojan sample size and number of times a rare condition is satis-

fied, in order to create a balance between estimate coverage and simulation time as well

as coverage and test vector set size respectively. Without carefully selecting the sensitiv-

ity parameters, the results may be imprecise. Further, in the case of a 3PIP in HLS, no

golden model exists. Additionally, in [18], a procedure to identify circuit sites where Tro-

jan may be inserted in the untrusted foundry is also proposed, however, it is not beneficial

for detection of Trojan inserted in 3PIP module of HLS library for DSP core design.

In [6], a simulation-based Trojan detection approach is proposed where the statistical

correlation of Trojan logic compared to the rest of the circuit is weak. A weighted circuit

graph is generated based on the input and output of the circuit and their interconnection.

The reachability plots identify the weak relation, thus identifying the Trojan. In [70] the

Trojan detection process is divided into tracer and checker. The tracer identifies those

signals which contain un-activated entries. The checker analyzes these signals to determine

the signals which contain redundant inputs and hence are potentially affected by Trojan.

Duplication-based Concurrent Error Detection (CED) technique is proposed in [46] to

achieve Trojan secured design during HLS. In duplication-based CED technique, replica-

tion of the same design is performed and both the designs are fed with the same set of
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inputs. The incorrect/dissimilar outputs due to activation of Trojan logic can be identified

by comparing their outputs. Additionally, two collusion prevention techniques has also

been proposed to avoid activation of hardware Trojan. However, this approach is capable

of handling only non-loop based applications in the form of DFGs. It does not handle

loop-based control DFG. Besides, this approach does not explore a low-cost hardware con-

figuration and vendor allocation procedure for scheduled DMR system. Consequently, it

affects the final area-delay of the design resulting in an inferior quality solution with higher

cost.

2.2 Objective of the Thesis

The objective of this thesis is to develop a secured hardware design for DSP IP cores used

in CE systems. However, as there is no single defense mechanism available to combat

all types of attacks, therefore this thesis proposes possible defense/detection techniques

for several attacks at the architectural/algorithmic level for reusable IP cores. In order to

realize this, the following objectives have been accomplished:

• Proposes a methodology to solve the problem of the fraudulent claim of ownership,

IP piracy and IP cloning for DSP IP core used in CE systems.

• Proposes a methodology to solve the problem of nullifying the defense mechanism

through tampering or removal of the implanted signature for DSP IP core.

• Proposes a methodology to solve the problem of abusing the rights of the IP Core

buyer and seller for DSP IP core used in CE systems.

• Develop a methodology to address the problem of reverse engineering attack for DSP

applications.

• Proposes a methodology to address SAT and removal attacks of the functionally ob-

fuscated DSP IP core.

• Proposes a methodology to solve the problem of reverse engineering attack for an

16



important multimedia application such as JPEG CODEC commonly used in CE sys-

tems.

• Proposes a methodology for designing a low-cost Trojan secured datapath architec-

ture for DSP IP core used in CE systems.

2.3 Summary of Contributions

The focus of this thesis is to provide a number of robust solutions to the aforementioned

attacks or security breaches in the field of consumer electronics for DSP IP core.

In order to resolve the issues present in the state-of-the-art approaches, the following

contributions have been made through this thesis.

• Solve the problem of the fraudulent claim of ownership, IP piracy and IP cloning

for DSP IP core (discuss in Chapter 3).

(Outcome: Refer to Publication P7, P10 and P11).

The contributions of the approach are as follows:

1. The proposed methodology is devised in such a way that it can be applied to

any DSP core and integrated with any HLS tool.

2. The watermarks are embedded covertly during the scheduling phase.

3. The watermark provides robust protection while incurring zero hardware over-

head and negligible delay overhead.

4. Experimental results over the standard applications indicate an average reduc-

tion in the final embedding cost with higher security compared to recent ap-

proach.

• Solve the problem of nullifying the defense mechanism through tampering or re-

moval of the implanted signature for DSP IP core (discuss in Chapter 4).

(Outcome: Refer to Publication P1, P6, P13 and P16).

The contributions of the approach are as follows:
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1. This is the first work in the area of hardware security that protects the DSP IP

cores by embedding watermarking constraints in three different phases of HLS.

2. A combination of 7 unique variables encoded IP owner’s signature.

3. Achieves higher robustness and tamper resistance ability compared to prior

work.

4. Yields zero delay and minimal area overhead.

• Solve the problem of abusing the rights of the IP Core buyer and seller for DSP

IP core (discuss in Chapter 5).

(Outcome: Refer to Publication P8, P14 and P15).

The contributions of the approach are as follows:

1. Proposes a symmetrical IP core protection during HLS for the first time that

incorporates seller watermark and buyer fingerprint simultaneously.

2. Proposes a multi-variable encoding scheme for fingerprint and watermark.

3. Offers higher robustness, lower design overhead/embedding cost, fault toler-

ance, and faster signature encoding/decoding.

4. Experimental results over the standard applications indicate an average 1% de-

sign cost overhead compared to baseline (unprotected) design and <1% design

cost overhead compared to a non-symmetrical approach.

• Solve the problem of reverse engineering attack for DSP applications (discuss in

Chapter 6).

(Outcome: Refer to Publication P2 and P9).

The contributions of the approach are as follows:

1. Proposes a multi-stage, compiler-driven high-level transformation based struc-

tural obfuscation for DSP applications.

2. The proposed approach is capable of obfuscating loop-based control DFG.
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3. Achieves an improvement in the Power of Obfuscation (PoO) by 22% and re-

duction in obfuscated design cost by 55% compared to recent prior work.

• Solve the problem of nullifying the defense mechanism through SAT and removal

attacks of the functionally obfuscated DSP IP core (discuss in Chapter 7).

(Outcome: Refer to Publication P4).

The contributions of the approach are as follows:

1. A custom lightweight AES module is proposed and designed as a custom IP

core in a standard CAD tool.

2. The custom AES module is integrated with a locked circuit of a standard DSP

application to mitigate SAT and removal attack.

• Solve the problem of reverse engineering attack for a low-cost JPEG CODEC ap-

plication (discuss in Chapter 8).

(Outcome: Refer to Publication P3 and P5).

The contributions of the approach are as follows:

1. Proposes a structural obfuscation methodology for dedicated JPEG CODEC IP

core that aims to enhance the reverse engineering complexity by transforming

the architecture.

2. Optimized the design cost of the obfuscated JPEG CODEC IP core using PSO

based DSE by 5% compared to a non-obfuscated design.

3. Enhancement in security in terms of power of obfuscation is achieved by 76%

compared to a non-obfuscated design.

• Solve the problem of designing a low-cost Trojan secured datapath architecture for

DSP IP core (discuss in Chapter 9).

(Outcome: Refer to Publication P12).

The contributions of the approach are as follows:
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1. Simultaneously explores an optimal hardware resource, loop unrolling factor

and mode of vendor allocation to design a low-cost Trojan security-aware DMR

schedule for DSP cores.

2. Proposes a unique particle encoding comprises with candidate hardware re-

sources, candidate loop unrolling factor and candidate vendor allocation mode

information.

3. A pre-processing algorithm is devised to discard unfit unrolling factors.

20



Chapter 3

Single-Phase IP Core Watermarking of

CE Systems

The flourishing consumer electronics industry is hugely reliant on CAD-based design

automation tools for designing IP core of complex DSP applications. Much as the CAD

tools can be used in any abstraction levels of a computing system design, however, to au-

tomatically generate a schedule and datapath of a DSP application such as JPEG, FIR, IIR,

DWT, DCT etc., use of the CAD HLS tools is mandatory. A CAD HLS tool automatically

generates a scheduled graph or datapath of an application as a soft IP core. It has multiple

advantages such as re-usability, higher productivity and lower design cycle to state a few.

These soft IP cores are the product of huge investment, manpower, research and intellectu-

ality. However, not many HLS CAD tools explicitly consider the protection of IP core as an

important aspect while generating it. Thus uncovering risks of ownership and counterfeit

threats.

This chapter presents a novel solution through a low-cost watermarking methodology

for DSP cores. The proposed methodology is integrated with HLS design process to au-

tomate the watermarked DSP IP core generation. This has also been fully automated by

integrating with an HLS tool. This is the first work in the area of DSP IP core protection

that integrates a watermarking algorithm with a CAD HLS to automate the watermark IP

generating process.

The chapter is organized as follows: Section 3.1 discusses the problem formulation
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of the proposed approach; Section 3.2 explains the proposed watermarking methodology;

Section 3.3 explains the proposed signature detection approach; Section 3.4 demonstrates

the proposed watermarking and signature detection approach through a standard applica-

tion and finally Section 3.5 summarizes the chapter. (NOTE:All the abbreviations and

taxonomy are listed in ‘Acronyms’ and ‘Nomenclature’ section respectively.)

3.1 Problem Formulation

3.1.1 Threat model

For an input DSP kernel application, design a watermarked IP core to protect against (i)

fraudulent ownership (ii) ownership conflict/abuse and (iii) IP infringement.

3.1.2 Input & Output

Inputs: (a) control data flow graph representing a DSP IP core, (b) user resource constraint

(Xi) = N(R1);N(R2); :: N(RD), (c) loop unrolling factor and (d) signature. Output: a

low-cost overhead watermarked IP core. Where, N(RD) indicate the number of resources

of type RD.

3.2 Proposed Methodology

The proposed approach implants a low-cost watermark covertly during scheduling phase of

HLS. The watermark is extracted from the encoded multi- variable signature for loop-based

CDFGs. The IP core seller’s watermark is implanted as hidden additional constraint by

employing some local scheduling rules. More explicitly, instead of employing priority re-

solver functions or random break during operation scheduling conflict, proposed approach

employs watermark encoding based scheduling rule to select which operation to assign at

which control step. This is a very covert way of inserting watermark, as during regular op-

eration scheduling conflict, the watermarking constraints are inserted with zero hardware
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Figure 3.1: Proposed watermarking methodology

and negligible latency overhead. In other words, watermarking constraints are embedded

in scheduling step by forcing specific operations to specific control steps during the process

of schedule conflict resolution.

3.2.1 Signature encoding rules

The proposed signature creation for seller watermark consists of two unique encoded vari-

ables X and Y where each variable carries an encoded meaning. An IP seller must provide

his/her encoded signature as a combination of these two variables. The signature can be

consist of any number of ’X’ and ’Y’ variable. However, it is recommended to provide a

signature size with 15 or higher digits to embed a robust watermark. The encoded meaning

of each variable is as follows:

• X = Force even operation in odd control step while resolving scheduling conflict in

scheduling phase.

• Y = Force odd operation in even control step while resolving scheduling conflict in

scheduling phase.
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3.2.2 Watermark embedding process

Fig. 3.1 represents the flow diagram of the proposed watermarking methodology. As shown

in the figure it accepts module library, applications in the form of CDFG or DFG, user

provided hardware constraints and loop unrolling factor. Additionally, a desired signature

of the IP seller is selected as a combination of X and Y digits. To implant the signature

as watermark each signature digit is converted to its equivalent watermarking constraints

using proposed signature encoding rules.

Initially, a loop unrolled CDFG is generated based on the user specified loop unrolling

factor. Then scheduling of the operations are performed in each step using the watermark-

ing constraints abiding by the user specified resource constraints. As mentioned earlier,

these watermarking constraints are implanted during scheduling by acting as a priority re-

solver if there is a conflict between operations. In other words, for each scheduling conflict,

a watermarking constraint is used to determine which operation gets priority over the other.

This process will continue until all the operations of the input CDFG has been scheduled

for generating a watermarked IP core. (Note: in case further watermarking constraints

are not available for embedding during additional conflict resolution in scheduling, then

conflict breaking is done based on sorted ordering of operations).

Each step of the proposed watermarking process is mentioned below:

1. Accept module library, CDFG/DFG and user provided resource constraints as input.

2. Create a sorted list of operations of the CDFG/DFG as per their operation number in

ascending order.

3. Accept an IP seller signature as combination of X & Y digits.

4. Extract the watermarking constraints from the signature using encoding rules.

5. Based on the resource constraints (in step 1) initiate scheduling of CDFG.

6. In case of operation conflict, use decoded watermarking constraints (in step 4) to

resolve as follows:
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(a) For ’X’ constraint schedule even numbered operation in the odd numbered con-

trol step.

(b) For ’Y’ constraint schedule odd numbered operation in the even numbered con-

trol step.

7. Continue step 6 until all the operations have been scheduled.

8. Finally, watermarked IP core is generated where additional constraints are implanted

by resolving conflicts.

3.2.3 Properties of proposed watermark

The proposed watermarking methodology satisfies all the following desirable properties:

(a) Low Implanting Cost: The proposed watermark incurs zero area and minimal latency

overhead. Thus incurs very low design cost overhead.

(b) Strong Resiliency: The proposed approach implant watermarking constraints as multi-

variable encoded signature in the IP core design. Hence incorporating strong resiliency

against partial or complete removal of signature.

(c) Higher Tamper Tolerance Ability: As the proposed approach distributes the water-

marking constraints throughout the IP core design, therefore, the ownership remains

preserved even after partial removal or tampering by an attacker.

(d) Lesser Watermark Implanting & Detection Time: The proposed watermarking scheme

is integrated with the HLS CAD to automate the watermarking process making signa-

ture implanting time fast. Moreover, for the original owner with complete knowledge

of encoding rules, the decoding process is simple and straightforward. However, for an

outsider identifying the presence of watermark is complex and difficult.

(e) Integration with Current HLS CAD Tools: Any HLS tool performs the following

major steps: scheduling, hardware allocation, register allocation and operation bind-

ing to generate a datapath of an application before RTL synthesis. As the proposed
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Figure 3.2: Proposed signature detection process

approach inserts watermark during operation conflict in scheduling phase it can be in-

tegrated seamlessly with the scheduling algorithm of the tool.

3.3 Proposed Signature Detection Process

Signature detection process is a must for any signature encoding process as it is crucial

to identify the actual owner of the IP in case of any ownership conflict. In the proposed

approach, signature detection is a two-step process: (a) Inspection and (b) Verification.

3.3.1 Inspection

The controller design file of an IP core is written using any standard HDL such as VHDL

or Verilog. This file of the watermarked IP core is first inspected. Based on the inspection

the relevant information such as operation number and its corresponding allocated control

step number have to be extracted.

3.3.2 Verification

The watermarking constraints must be decoded from the IP seller signature through pro-

posed encoding rules. The existence of seller signature is verified by matching each addi-

26



tional watermarking constraints with the information extracted during inspection step. The

block diagram of proposed signature detection process is shown in Fig. 3.2.

3.4 Motivational Example

This section gives a demonstration of proposed watermarking approach through a standard

benchmark and discusses the resolution of threat scenario.

3.4.1 Demonstration of proposed watermarking approach

Let us assume FFT application is taken an demonstration example in the form of an un-

scheduled CDFG. The user provided resource constraints as: 2 adder, 2 multiplier, 1 sub-

tractor, 1 comparator and UF=2. The schedule length of the application may be restricted

due to loop UF, however it results in lower latency due to repetition of loop body. As in the

proposed approach UF value is user specified, therefore the proposed watermark scheme

is independent of UF value. The unscheduled CDFG of FFT with UF=2 is shown in Fig.

3.3 (step 1). The two consecutive iterations corresponding to UF = 2, are shown in dotted

boundary lines.

As shown in the figure, each node number is indicated through a integer value. The

resource type of a node is indicated through its corresponding color. For example, green

node indicates adder, blue node indicates multiplier, orange node indicate subtractor and

red node indicate comparator. The interconnecting arrows as top-down flow represents the

data dependencies between nodes. A sorted list of operation of the generated CDFG is

created based on the their operation number in ascending order (step 2).

Now based on the combination of ‘X’ and ‘Y’, an IP seller’s signature is assumed as

“YXXYXYYX” (step 3). According to the proposed encoding meaning of ‘X’ and ‘Y’,

the watermarking constraints have to extracted from the IP seller’s signature (step 4). Each

signature digit and its corresponding decoded constraint is shown in Table 3.1.

According to the sorted list four addition operations are ready to be scheduled in CS

1. They are operation 1, 2, 15 and 16. However, due to resources constraints provided by

the user only 2 adders are available (step 5). Therefore, operation conflict scenario arises
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Figure 3.3: Unscheduled CDFG of FFT unrolled twice (UF = 2)

Table 3.1: IP core seller’s signature and its decoded constraints

Seller Signature
(8 digits)

Corresponding decoded constraints
(assigning of operation in CS)

Y Assign operation 1 in CS 2
X Assign operation 2 in CS 1
X Assign operation 16 in CS 1
Y Assign operation 15 in CS 2
X Assign operation 4 in CS 3
Y Assign operation 3 in CS 4
Y Assign operation 17 in CS 4
X Assign operation 6 in CS 7

during scheduling of CS 1. The conflict is resolved by implanting proposed watermarking

scheme. According to the proposed encoding rule the first signature digit i.e. Y forces odd

operation i.e. operation 1 into even control step i.e. CS 2. However, operation conflict

still exist between operation 2, 15, and 16. The second signature digit i.e. ’X’ forces even

operation i.e. operation 2 into odd control step i.e. CS 1.; the third signature digit X forces

even operation i.e. opn 16 to odd control step i.e CS 1 while the fourth signature digit Y

forces odd operation i.e. opn 15 into even control step i.e. CS 2 (step 6). Therefore, ac-
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cording to the first four signature digits i.e. ’YXXY’, operation 2 & 16 are scheduled in CS

1 and operation 1 & 15 are scheduled in CS 2. This indicates the watermarking constraints

corresponding to the first four signature digits is implanted into the design by resolving the

operation conflicts. Similarly, all the signature should be implanted into the design of the

unrolled CDFG of FFT (step 7). The complete scheduled CDFG after embedding all the

signature digits represents the watermark implanted FFT design (step 8). If there are any

pending operation conflict available after implanting all the signature digits, in such case

operation conflict should be resolved on sorted operation number (lower operation number

will get higher priority to be scheduled).

Fig. 3.4 represents the watermark implanted schedule CDFG of FFT. The application

is scheduled based on 2 adder, 2 multiplier, 1 subtractor, 1 comparator and unrolled twice.

Each control step is separated through horizontal line known as control step line and the

corresponding CS number is mention at the left side of each control step. For example,

operation 2 and operation 16 (shown as (2) and (16)) are scheduled in CS 1, demarcated

with a control step line, operation 1 and operation 15 (shown as (1) and (15)) are scheduled

in CS 1.

Parallelization of two consecutive iterations during scheduling can also be observed

in Fig. 3.4. Both the iterations start in CS1, however iteration 1 finishes its execution at

CS 13 whereas iteration 2 finishes its execution at CS 15. It must be noted that, due to

proposed watermarking scheme the area and delay overhead for FFT is ZERO. In the pro-

posed approach the area overhead will always remain ZERO for all benchmarks; however,

possibility of negligible delay overhead is there for some benchmarks.

3.4.2 Threat scenarios

This subsection discusses several threat scenarios to launch false claim of ownership on

watermarked IP core.

An original IP seller can not prove his/her legal ownership for a reusable IP core if no

watermark is implanted. Thus suffer from financial huge loss. However, attack on water-

marked IP core can still be launched as follows: (a) by inserting attacker’s own signature,
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Figure 3.4: Watermark embedded scheduling of FFT CDFG unrolled twice (UF = 2) with
two multiplier (blue nodes), two adders (green nodes), one subtractor (orange nodes) and
one comparator (red node).

(b) by finding an unintended signature through inverse watermark extraction, (c) by tam-

pering the original signature and then falsely claim for ownership. In such a scenarios, it

can be nullified through proposed signature detection approach.

For the first type of attack, when an attacker inserts his/her own signature into the

watermarked IP core design, the signature of the original owner still remains intact inside

the IP core design. Hence ownership conflict can be resolved easily.

In the second type of attack, when an attacker tries to find an unintended signature

in the IP design and claim as his/her watermark, the claimant with a more meaningful
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and strong signature will be the winner. As the proposed watermarking scheme inserts a

strong and meaningful watermark, therefore the ownership resolution will be simple and

straightforward.

In the third type of attack, when an attacker tries to tamper or remove the original

signature and make it a non-watermarked IP core design. As the proposed watermarking

scheme embeds signature throughout the design therefore,complete tampering or removal

is extremely challenging. If not all some traces of watermark will always present in the

design. Hence ownership conflict can be resolved easily.

Table 3.2: Demonstration of signature detection of watermarked IP core for resolving own-
ership conflict

Extracted info from the
controller HDL

through inspection

Watermarking constraints
decoded from

the vendor signature

Signature verification
(comparing extracted info
and decoded constraints)

CS 1: Opn (2), Opn (16) Y: operation 1 in CS 2 Matches
CS 2: Opn (1), Opn (15) X: operation 2 in CS 1 Matches
CS 3: Opn (4), Opn (18) X: operation 16 in CS 1 Matches
CS 4: Opn (3), Opn (17) Y: operation 15 in CS 2 Matches
CS 5: Opn (5), Opn (19) X: operation 4 in CS 3 Matches

CS 6: Opn (20) Y: operation 3 in CS 4 Matches
CS 7: Opn (6) Y: operation 17 in CS 4 Matches
CS 8: Opn (7) X: operation 6 in CS 7 Matches

CS 9: Opn (8), Opn (9), Opn (21)
CS 10: Opn (10), Opn (22), Opn (23)
CS 11: Opn (11), Opn (12), Opn (24)
CS 12: Opn (13), Opn (25), Opn (26)

CS 13: Opn (14), Opn (27)
CS 14: Opn (28)
CS 15: Opn (29)

3.4.3 Resolution of ownership conflict through proposed approach

This subsection discusses how to invalidating false claim of ownership through proposed

signature detection method with an example. To mitigate false claim of ownership signa-

ture detection of watermarked IP core is performed. To achieve that, each operation and

its corresponding control step is extracted from the controller HDL file through inspection
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of the watermarked IP core. Thereafter, accept the signature of the claiming IP vendor

(assuming: 8-digit signature as YXXYXYYX ) and decode it based on the proposed en-

coding rule. Now, match the existence of each watermarking constraints decoded from the

vendor’s signature with the extracted information of controller HDL file. Table 3.2 rep-

resents signature verification using extracted information from the controller HDL file of

the watermarked FFT (shown in Fig. 3.4) and the watermarking constraints decoded from

the vendor’s signature. If all the constraints match, it can be concluded that the IP vendor

is the original owner of that IP core. Thus the proposed approach is capable of providing

protection and nullifying the threat of false ownership claim.

Note: The corresponding experimental results of the proposed methodology is ex-

plained in Chapter 10 Section 10.1.

3.5 Summary

This chapter presents a novel low-cost watermarking algorithm for modern CAD HLS

tools. The algorithm is integrated with a modern HLS tool to automate the watermarked

DSP IP core generating process. The work proposes a watermarking algorithm during the

scheduling phase of HLS to thwart ownership abuse and IP piracy. The embedding water-

mark satisfies desirable properties such as covertness, robustness, low embedding cost and

low signature implanting complexity. This innovation has several unique features: (a) the

proposed algorithm is devised in such a way that it can be integrated with any HLS tool

(b) watermarks are embedded covertly during the scheduling phase of HLS (c) provides

robust protection while incurring zero hardware overhead and negligible delay overhead.

Finally, experimental results over the standard applications indicate an average reduction

in the final cost of 6% compared to recent approaches. Thus this approach provides an

significant advancement over similar IP core protection mechanisms of CE systems.
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Chapter 4

Multi-Phase IP Core Watermarking of

CE Systems

As discussed in the previous chapter, a watermarked IP core can nullify security threats

such as IP core forgery, dishonest claim of ownership, IP piracy etc. Therefore, multiple

attacks such as signature tampering, partial/complete signature removal, inserting unau-

thorized signature can be launched on a watermarked IP core to dwindle its effects. For

rightful owner of an IP core, it is not only important to resolve the ownership conflict but

also to prove that his/her IP core has been used illegally in a product. This necessitates the

need to implant a strong watermark with higher robustness and the aforementioned attack

resiliency.

This chapter presents a novel triple-phase watermarking methodology to enhance the

robustness of watermarked DSP core for CE systems (shown in Fig. 4.1). It implants IP

owner’s signature which is encoded through 7 variables in three different but interrelated

phases of HLS i.e. scheduling phase, hardware allocation phase and register allocation

phase ensuring strong resistance against complete removal or malicious modification of

watermark. In case of ownership conflict, the embedded signature can be detected by

inspecting the datapath and controller HDL file of the watermarked IP core. This is the

first work in the area of IP core protection of CE systems that has implanted watermarking

constraints in three different phases.

The chapter is organized as follows: Section 4.1 discusses the problem formulation
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of the proposed approach; Section 4.2 explains the proposed watermarking methodology;

Section 4.3 explains the proposed signature detection approach; Section 4.4 demonstrates

the proposed watermarking and signature detection approach through a standard applica-

tion;finally the summary of this chapter is presented in Section 4.5. (NOTE: All the abbre-

viations and taxonomy are listed in ‘Acronyms’ and ‘Nomenclature’ section respectively.)

4.1 Problem Formulation

4.1.1 Threat model

For an input DSP kernel, design a robust watermarked IP core to protect against (i) fraud-

ulent ownership (ii) ownership conflict/abuse and (iii) IP infringement.

4.1.2 Input & Output

Inputs: (i) DSP application, (ii) resource configuration, (iii) module library, (iv) vendor

signature. Output: Watermarked IP core design.

4.1.3 Target platform

The proposed watermarking approach is seamlessly adaptable to any EDA tool.

7-variable 

signature as a 

combination of 

‘γ’, ‘β’, ‘α’, ‘i’, 

‘I’, ‘T’, ‘!’ 

Signature for 
phase 1 (γ) 

Signature for 
phase 2 (α, β) 

Signature for 
phase 3 (i,I,T,!) 

Embeds watermark 
at scheduling 

Embeds watermark at 
hardware allocation 

Embeds watermark 
at register allocation 

+ Triple-phase 
watermark 

Figure 4.1: Overview of proposed triple-phase watermarking approach
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4.2 Proposed Methodology

Fig. 4.2 depicts the overview of the design process of the proposed triple-phase water-

marking approach. In this approach, watermark is embedded in three phases of HLS i.e.

scheduling, hardware allocation and register allocation. Additionally, the IP owner’s signa-

ture is encoded through a 7-variable encoding scheme. Thus, making the implanted water-

mark extremely robust and lowing the possibilities of any malicious signature modification.

Therefore, the proposed triple phase watermarking with 7-variable encoding enhances the

IP core protection and increases the tamper-tolerance ability. Moreover, it is also extremely

difficult for an attacker to identify which HLS phases and how the watermark constraints

are embedded in the design.

In this approach, scheduling, resource allocation and register allocation information

of an IP core design are presented through three different tables: (a) “Functional unit al-

location” table, (b) “Non-critical operations (µm > 0)” timing table, and (c) “Register

allocation” table (inspired from [50]). As mentioned earlier, the signature of triple-phase

watermarking methodology consist of seven different variables where each variable indi-

cates an encoded meaning. These seven variables are ‘α’, ‘β’, ‘γ’, ‘i’, ‘I’, ‘T’ and ‘!’.

Among these variables, ‘γ’ digits embed the watermarking constraints at scheduling phase

by modifying the “non-critical operations (µm > 0)” table, ‘α’ and ‘β’ digits embed the

watermarking constraints at hardware allocation phase by modifying the “functional unit

allocation” table and ‘i’, ‘I’, ‘T’ and ‘!’ digits embed the watermarking constraints at reg-

ister allocation phase by modifying the “register allocation” table through colored interval

graph. In a colored interval graph, each node indicates a storage variable. The lifetime of

a storage variable lies between the time it is created (value written into it) and the last use

(value read from it). An edge between two nodes indicates there is an overlap in lifetime

between those storage variables. The color of the node indicates the allocated register of

that corresponding storage variable. Therefore, two storage variables whose lifetimes over-

lap cannot be stored in the same register. In other words, two nodes having a common edge

between them cannot have same node color. Thus, adding additional edges in the colored

interval graph as watermarking constraints will force to execute two storage variables in
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two different registers.

4.2.1 Watermark encoding

The encoding rule of all the aforementioned variables are defined below:

• α = For odd control step: odd operation will be assigned to hardware of vendor type

1 (U1) and even operation will be assigned to hardware of vendor type 2 (U2).

• β = For even control step: odd operation is assigned to hardware of vendor type 2

(U2) and even operation is assigned to hardware of vendor type 1 (U1).

• γ = Move an operation of non-critical path with highest mobility into immediate next

CS.

• i = Add an additional edge between (prime, prime) node pair of CIG.

• I = Add an additional edge between (even, even) node pair of CIG.

• T = Add an additional edge between (odd, even) node pair of CIG.

• ! = Add an additional edge between (0, any integer) node pair of CIG.

An IP core owner is free to select any random combination of these seven variables as his

desired signature. (NOTE: ”Edge between (prime, prime) node pair” indicates insert an

edge between two nodes having prime node number).

4.2.2 Process of implanting watermark

The previous sub-section discusses the signature encoding rule of seven variables while

this sub-section discusses the watermark implanting process to generate an watermarked

IP core from an input data intensive application (shown in Fig.4.2 ).

The triple-phase watermark implanting process has four parts, i.e., (a) pre-implanting,

(b) 1st phase watermark implanting, (c) 2nd phase watermark implanting and (d) 3rd phase

watermark implanting. The detailed steps of each of these parts are as follows:
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IP Owner 

Watermarking Process  

Repeat for each ‘ɑ’/‘β’ digit of 

the signature (phase 2) 

IP with owner’s watermark 

Generate a schedule of DFG based on Xi 

Perform hardware allocation based on vendors available. 

 

Create ‘hardware allocation’ table 

Create timing table for ‘non-critical operations (μm>0)’ 

Input Block (DFG, Library and User constraints (Xi)) 

Modify the function unit allocation to embed ɑ’ and ‘β’ digits.  

 

Generate the modified design (schedule and allocation)  accommodating 

vendor’s watermark constraints 

 

Convert signature to equivalent constraints using 

proposed encoding 

 

Choose Vendor’s multi-variable signature 

(combination of ‘ɑ’, ‘β’ , ‘ɣ’, ‘i’, ‘I’, ‘T’, ‘!’ digit)  

Modify the timing table for ‘non-critical operations (μm>0)’ to embed ‘ɣ’ digits 

 Repeat for each ‘ɣ’ digit of 

the signature (phase 1) 

Modify the register allocation table, to embed ‘i’, ‘I’, ‘T’ and ‘!’ digits.  

 
Repeat for each ‘i’/‘I’/‘T’/‘!’ 

digit of the signature (phase 3) 

Figure 4.2: Design process of proposed triple-phase watermark

A. Pre-implanting steps:

(1) Schedule the data intensive application (accepted as an CDFG) based on user re-

source configuration.

(2) Perform functional unit allocation and storage variable allocation.

(3) Construct the timing table for “non-critical operations (µm > 0)”, “Functional unit

allocation” table, and “Register allocation” table from the scheduled CDFG.

(4) Sort the operations control stepwise based on their number in increasing order.

(5) Accept an n-digit vendor’s signature as a combination of ‘α’, ‘β’, ‘γ’, ‘i’, ‘I’, ‘T’

and ‘!’ variables.

B. 1st phase watermark implanting steps:

(1) For each occurrence of ‘γ’, shift an operation of the non-critical path into its next

control step while checking from control step 1 onward (without repeating), such

that:

i. The operation do not have any child operation in its immediate next control

step.

ii. Shifting does not violate the hardware constraints.
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iii. In case of conflict, the operation with the highest mobility gets priority.

(2) Modify the timing table of “non-critical operations (µm > 0)” after embedding all

‘γ’ variables.

C. 2nd phase watermark implanting steps:

(1) Accept the 1st phase watermark implanted scheduled design as input to embed 2nd

phase watermark.

(2) For each occurrence of ‘α’ and/or ‘β’ variable, perform re-allocation of functional

units according to the encoding rule of ‘α’ and ‘β’.

(3) Modify the functional unit allocation table after embedding all ‘α’ and ‘β’ vari-

ables.

D. 3rd phase watermark implanting steps:

(1) Accept the 1st and 2nd phase watermark implanting design as input to embed 3rd

phase watermark.

(2) Construct a colored interval graph using storage variables to identify the minimal

registers count.

(3) Generate a list of additional edge to be added in the colored interval graph from the

decoded signature by traversing the sorted nodes.

(4) Insert those additional edges in the colored interval graph one by one as watermark-

ing constraints.

(5) Adjust the node color of the graph in such a way that no same color node should

have a connecting edge.

(6) Modify the “register allocation” table after embedding all ‘i’, ‘I’, ‘T’ and ‘!’ vari-

ables.

4.2.3 Tamper tolerance ability of proposed watermark

In the proposed triple-phase watermark, the 3rd phase watermark is independent of both the

1st and 2nd phase watermarks. Similarly, the 1st phase watermark is independent of both
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the 2nd and 3rd phase watermarks. Due to these advantages, the proposed watermarking

method becomes extremely robust and tamper tolerant against threats like signature tam-

pering attack, partial or complete IP core watermark removal attack, inserting unauthorized

signature attack (details provided in Section 4.4) beside ownership abuse.

However, the watermarking variable of the 2nd phase is dependent on watermarking

variables of 1st phase. Therefore, watermarking constraints of the 2nd phase may be af-

fected due to alteration of the 1st phase watermark which is a limitation to this approach.

Nevertheless, as discussed earlier, it is extremely difficult to identify in which of the phases

the watermark has been inserted along with its encoding rule. Additionally, the initial reg-

ister allocation table and colored interval graph before and after implanting the 1st and

2nd phase watermark is constant. In other words, the 3rd phase watermark is independent

of others and capable of determining the real owner. Therefore, despite the possibility of

tampering in 1st phase watermark the ownership can be preserved. Though tampering in

the 3rd phase is also possible, the 1st and 2nd phase watermark is capable of protecting the

ownership of the original IP, as the 3rd phase is independent of these two phases.

4.2.4 Proposed signature detection

In signature based IP core ownership protection mechanisms, determining the original

owner to resolve ownership conflict is a crucially compulsory process. To achieve signa-

ture detection in the proposed triple-phase based watermarking approach, following inputs

are required: a) decoded vendor signature, b) original application, c) watermarked IP core

in the form of controller and datapath HDL. In this approach, the presence of IP owner’s

signature is first identified and then verified in each phase.

To identify the 1st phase watermark, the control steps of modified operations have to

be extracted from the decoded signature and to verify, it has to be compared with the

controller HDL of the watermarked IP core. To identify the 2nd phase watermark, the

allocated hardware of the watermarked operations have to be extracted from the decoded

signature and to verify, it has to be compared with the datapath HDL of the watermarked

IP core with the help of original application and its corresponding inputs. To identify
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Figure 4.3: Signature detection process of proposed triple-phase watermark

the 3rd phase watermark, the shared inputs of each multiplexer should be fetched from

the datapath HDL of the watermarked IP and to verify, it has to be compared with the

extracted decoded signature of 3rd phase watermarking constraints. If all the constraints of

the decoded signature are correctly present in the watermarked IP core then the signature

verification is successful. Therefore, it can be concluded that the IP vendor who provided

the signature is the original owner of that IP core. Fig.4.3 represents the complete signature

detection process of the proposed triple phase watermarking approach.

4.2.5 Properties of generated watermark

The proposed watermarking methodology satisfies all the following desirable properties:

(a) Low Implanting Cost: In an ideal watermarking approach, the overall design over-

head due to the insertion of additional constraints should be minimal. The proposed

triple-phase watermarking incurs low design overhead compared to the original non-

watermarked (baseline) design. The overall design cost is calculated based on two

crucial design parameters, i.e., design area and execution latency (refer to Table 10.7).

(b) High Robustness: A crucial security aspect of an ideal watermarking approach is

strong robustness to thwart signature removal attack. As the proposed triple-phase
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watermarking approach implants watermark in three different design phases of HLS,

it ensures extreme robustness. Additionally, IP owner’s signature is encoded through

seven different variables to add another layer of protection. The proposed approach

achieves higher robustness as compared to [30] & [51] (refer to Table 10.5 ).

(c) Stronger Tamper Tolerance Ability: Another crucial security aspect of an ideal wa-

termarking approach is strong tamper tolerance ability i.e. partial removal should not

impact the proof of ownership of an IP core. As the proposed approach distributes

the watermarking constraints throughout the design in three different phases of HLS,

therefore, ownership can be proven even after signature tampering. Additionally, as

mentioned earlier the 1st and the 3rd phase of proposed watermark is independent of

each other. The proposed approach achieves stronger tamper tolerant ability compared

to [30] & [51] (refer to Table 10.6 ).

(d) Minimal Watermark Implanting & Detection Time: A robust signature may incur

complex signature decoding and high embedding time, therefore the total runtime to

generate a watermarked IP core may increase massively. In an ideal watermarking ap-

proach, the watermarking implanting process and the watermark detection process (in

case of conflict) should be prompt. As the proposed approach is automated through

a HLS framework therefore,watermark implanting time is fast (refer to Table 10.9 ).

Moreover, in case of conflict of ownership the watermark detection process is speedy

and straightforward for the original IP owner, who has the complete knowledge of en-

coding rules whereas, it is extremely difficult and complex to penetrate for an adversary

or fraud IP owner.

(e) Preserve the Functionality: Unlike watermarking of multimedia artifacts (i.e. im-

age, audio, video etc.), SoC based IP core watermarking has zero tolerance towards

modification of quality and functionality of the design. Therefore, an ideal IP core wa-

termarking process must preserve the correct functionality. The proposed triple-phase

watermarking process carefully implants the watermarking constraints without altering

the IP core functionality keeping the functionality of a watermarked IP core intact.
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Figure 4.4: Corresponding to the DWT benchmark: (a) data flow graph, (b) scheduled data
flow graph based on 3(+), 3(*)

Table 4.1: “Timing table for non-critical operations” (before embedding watermark)

Operation No. 2 3 4 5 7 8 9

Control Step 1 2 3

Table 4.2: “Functional unit allocation” table (before embedding watermark)

Odd
CS

Operation No. 1 2 3 8 9 10 12 14 16

Allocated FU M2 M1 M1 A1 A2 A1 A1 A1 A2

Even
CS

Operation No. 4 5 6 7 11 13 15 17 –

Allocated FU M2 M1 A2 A1 M2 M2 M1 A1 –

4.3 Motivational Example

This section presents a demonstration of the proposed triple-phase watermarking approach

through a standard benchmark.

A DFG of DWT benchmark shown in Fig.4.4(a) is taken as input. According to the

figure, the primary inputs of the benchmark are shown in purple block, final output is shown

in orange block, multipliers and adders are indicated by blue and green nodes respectively

and the corresponding operation number of each node is indicated by an integer number. It

is then scheduled based on user provided hardware resources i.e. 3 adders and 3 multipliers
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Table 4.3: “Register allocation” table (before embedding watermark)

CS (R) (G) (B) (Y) (P)

0 V0 V1 V2 V3 V4
1 V5 V8 V6 V3 V4
2 V7 V8 V9 V10 V11
3 V12 – V9 V13 V15
4 V14 – V9 V13 V15
5 V16 – V9 V13 V15
6 V17 – – V13 V15
7 V18 – – V13 V15
8 V19 – – – V15
9 V20 – – – V15

10 V21 – – – –

using list scheduling algorithm (step A.1). After that, the functional unit allocation of

each operation and the register allocation of each storage variable (V0-V21) are performed

(step A.2). The IP cores in this approach are obtained from two distinctive IP vendors.

To illustrate that, out of 3 adders, two are obtained from vendor type 1 (A1) and one is

obtained from vendor type 2 (A2). Similarly, out of the 3 multipliers, two are obtained

from vendor type 1 (M1) and one is obtained from vendor type 2 (M2). Fig.4.4(b) shows

the scheduled DFG after random functional unit allocation and register allocation (before

watermarking). The register allocation (before watermark) is performed based on colored

interval graph (shown in Fig.4.5(a)). The graph has 22 nodes indicating 22 storage variables

i.e., V0 to V21 which are executed through 5 registers represented by the color of the node

i.e. register red (R), register green (G), register blue (B), register yellow (Y) and register

purple (P). The timing table for non-critical operations, functional unit allocation table and

register allocation table of the non-watermarked design are generated as shown in Table4.1,

Table4.2 and Table4.3 respectively (step A.3). All the operations are sorted control step

wise in ascending order according to step A.4. A 12-digits owner’s signature is selected

as: “γγαβαββiIIT ” (step A.5).

The vendor’s signature and its corresponding decoded meaning is shown in Table4.4 .

The first ‘γ’ digit of the signature moves opn. 2 from CS 1 to CS 2. According to the rule

mentioned in B.1, the second ‘γ’ digit moves opn. 9 from CS 3 to CS 4. This is because op-
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Figure 4.5: Corresponding to the color interval graph of the input application: (a) before
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Figure 4.6: Corresponding to the proposed triple phase watermark: (a) after implanting 1st
phase watermark, (b) after implanting 1st and 2nd phase watermark

erations 3, 4 & 5 violate rule mentioned in B.1(i), opn. 7 violates rule mentioned in B.1(ii)

and opn. 8 violates rule mentioned in B.1(iii). Fig.4.6(a) shows the corresponding sched-

uled DFG and Table4.5 represents the modified timing table for “non-critical operations”

(step B.2).

All the ‘α’ and ‘β’ digits must be implanted on top of the 1st phase watermarked design

(step C.1). The third signature digit modifies the hardware assignment of opn.1 from M2
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Table 4.4: Vendor signature and its decoded meaning

Desired
signature
(12-digits)

Corresponding
operation to shift

(Phase 1)

Allocated FU type
(Phase 2)

Additional edges to insert
between nodes in the

colored interval graph
(Phase 3)

Observations

γ Opn. 2 from CS 1 to CS 2 – – CS shift to be done
γ Opn. 9 from CS 3 to CS 4 – – CS shift to be done
α – Opn. 1 with vendor 1 – FU reallocation to be done
β – Opn. 2 with vendor 1 – No change
α – Opn. 3 with vendor 1 – No change
β – Opn. 4 with vendor 1 – FU reallocation to be done
β – Opn. 5 with vendor 2 – FU reallocation to be done
i – – (V2, V3) No change
I – – (V2, V4) No change
I – – (V2, V6) New edge to be added
T – – (V1, V2) No change
! – – (V0, V1) No change

Table 4.5: “Timing table for non-critical operations” (after embedding 1st phase water-
mark)

Operation No. 3 2 4 5 7 8 9
Control Step 1 2 3 4

Table 4.6: “Functional unit allocation” table (after embedding 2nd phase watermark)

Odd
CS

Operation No. 1 3 8 10 12 14 16 – – –

Allocated FU M1 M1 A1 A1 A1 A1 A2 – – –

Even
CS

Operation No. 4 2 5 6 7 9 11 13 15 17

Allocated FU M1 M1 M2 A2 A1 A2 M2 M2 M1 A1

(multiplier obtained from vendor type 2) to M1 (multiplier obtained from vendor type 1).

Similarly, the sixth signature digit modifies the hardware assignment of opn.4 from M2 to

M1 (Note: the fourth and fifth digit of the signature are already satisfied in the design).

Similarly, rest of the ‘α’ and ‘β’ digits will be implanted (step C.2). Fig.4.6(b) shows

the corresponding scheduled DFG and Table4.6 represents the modified “functional unit

allocation” table (step C.3).

All the ‘i’, ‘I’, ‘T’ and ‘!’ digits must be implanted on the top of 1st and 2nd phase

watermarked design (step D.1). The color interval graph constructed earlier is shown in

Fig.4.5(a) (step D.2). According to the decoded signature shown in Table4.4 , the list of

additional edges are between nodes (V2 and V3), (V2 and V4), (V2 and V6), (V1 and V2),
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Table 4.7: “Register allocation” table (after embedding 3rd phase watermark)

CS (R) (G) (B) (Y) (P)

0 V0 V1 V2 V3 V4
1 V6 V1 V5 V3 V4
2 V7 V8 V9 V10 V11
3 V12 – V9 V13 V11
4 V14 – V9 V13 V15
5 V16 – V9 V13 V15
6 V17 – – V13 V15
7 V18 – – V13 V15
8 V19 – – – V15
9 V20 – – – V15

10 V21 – – – –

and (V0 and V1) (step D.3). Among these five edges only the edge between nodes (V2

and V6) is not present in the graph in advance (step D.4). The aforementioned edge forces

storage variable V2 and V6 to be executed through distinct register, therefore node color of

V2 and V6 must be different which is same now (see Fig.4.5(a)). Hence to incorporate the

watermarking constraint, the allocated register i.e. (B) for storage variable V6 needs to be

swapped with another storage variable in same control step. Swapping V6 with V5 does not

violate any constraints, therefore, storage variable V6 is now allocated to (R) (previously

allocated to (B)) and storage variable V5 is now allocated to (B) (previously allocated to

(R)) (step D.5). The final modified graph is shown in Fig. 4.5(b). Fig. 4.7 shows the

corresponding scheduled DFG and Table4.7 represents the modified “register allocation”

table (step D.6).

4.4 Threat Scenarios of Fraudulent Ownership

This section presents the possible threat scenarios of the fraudulent IP core ownership and

its resolution through the proposed triple-phase watermarking process. Let’s assume ‘A’ is

an IP vendor, designed a watermarked IP core (‘Dw’) with her signature and sold it to ‘B’.

In that case, ‘B’ can claim his ownership through three possible scenarios [30]:
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Figure 4.7: Final watermarked design after implanting 1st, 2nd and 3rd phase watermark

4.4.1 Extracting unintended signature

After purchasing ‘Dw’, ‘B’ may extract the complete information of it through reverse engi-

neering. He may then claim any random/arbitrary design information as his watermarking

constraints, thus may claim his ownership for ‘Dw’. In such scenario, the entity having

more meaningful and consistent watermark will be awarded as the original owner of ‘Dw’.

‘B’s claim may valid for a single design, but will be invalided for other watermarked design.

Therefore, ‘B’s claim will not be strong enough to prove his ownership. On the contrary,

‘A’s watermarking constraints will be more meaningful and consistent for all watermarked

design. For example, according to Fig.4.6(b), ‘B’ may claim “all operations of CS 1 must

be allocated to Vendor 1” as his signature, which may work for this particular design, but

will be invalid for other watermarked designs. As in the proposed approach each signature

variable has an encoding meaning, therefore, it is capable to resolve this scenario.

4.4.2 Inserting unauthorized signature

After purchasing ‘Dw’, ‘B’ may embed his own signature on it and then may claim his

ownership for ‘Dw’. In such case, ‘B’ applies his signature on the top of the ‘A’s signature.

Therefore, the design will contains both ‘A’s and ‘B’s signature. However, ‘A’s design
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only contains her signature, whereas, Bs design contains signature of both ‘A’ and ‘B’. As

in the proposed triple-phase watermarking approach has strong tamper tolerance ability,

therefore, it is capable to resolve this threat scenario.

4.4.3 Tampering original signature in the design

After purchasing ‘Dw’, ‘B’ may remove all the signature to make ‘Dw’ a non-watermarked

design. In such case, the watermarking constraints must be independent of each others

and distributed throughout the design. Thus, makes complete watermark removal pro-

cess extremely difficult. Additionally, sometimes tampering of implanted watermarking

constraints may force to perform all the pre-synthesis steps from the beginning, which

is a costly and time-consuming process. As in the proposed triple-phase watermarking ap-

proach implants the signature during in-systhesis steps of HLS with strong tamper tolerance

ability, therefore, it approach is capable to resolve this threat scenario.

Note: The corresponding experimental results of the proposed methodology is ex-

plained in Chapter 10 Section 10.2.

4.5 Summary

This chapter presents a novel robust IP core watermarking methodology for CE systems.

The work proposes a 7-variable signature encoding scheme to implant the IP owner’s wa-

termark in the design. The watermarking constraints are implanted in three different phases

of HLS for the first time in the literature. Additionally, as the watermarking constraints are

implanted at the higher design abstraction level, therefore it will automatically propagate

to the lower abstraction level. Thus, provides a highly robust IP core protection not at the

higher level but also at the lower level of the design. The implanted watermark satisfies all

the desirable properties such as covertness, robustness, strong tamper tolerance ability, low

signature implanting & detection complexity and correct functionality. This proposal has

several unique features: (a) the proposed algorithm encode the owner’s signature through

a novel 7-variable signature encoding scheme(b) watermarking constraints are implanted

covertly during scheduling, hardware allocation and register allocation phase of HLS with-
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out changing the actual functionality (c) ensures higher robustness while incurring low

design overhead. Finally, experimental results over the standard applications indicate an

average reduction in the design cost of 7% and 6% compared to two recent approaches.

Thus provides an significant advancement in IP core protection for CE systems.
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Chapter 5

Symmetrical IP Core Protection of CE

Systems

The last two chapters discussed the watermarking approaches to protect an IP core seller

from various security threats. However, in the design supply chain of an IP core, along

with the IP seller another entity involved is: IP core buyer. An IP seller also known as

IP vendor is the manufacturer of an IP core whereas an IP buyer also known as IP user is

the purchaser of that IP core. To design a secured IP core, protection of both the entities

against threats is extremely essential.

The protection of an IP core should ensure the buyer to exercise exclusive user right,

i.e. to not allow the IP seller to resell/redistribute the same IP copy to other users. This

happens when an IP buyer procures an IP core with his/her own custom specifications.

Therefore, an exclusive one-to-one mapping between both the parties exists. Implanting

buyer’s signature (known as fingerprint) into an IP core design, facilitates detection of

illegal redistributed/resold copies of an IP core by a deceitful IP seller [20]. Similarly,

an IP seller must protect his/her design from piracy and false claim of ownership before

selling it to an IP buyer. Implanting seller’s signature (known as watermark) into an IP core

design protects an IP core from ownership abuse. This necessitates a robust symmetrical

protection of reusable IP core from both buyer’s and seller’s perspective.

This chapter presents a novel symmetrical IP core protection methodology for DSP

core of CE systems to protect the rights of both the entities (shown in Fig. 5.1). It implants
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Figure 5.1: Proposed Symmetrical IP core Protection during high level synthesis.

signature of both the IP buyer and the IP seller into the design to safeguard their rights.

As shown in Fig. 5.1, firstly, the fingerprinting constraints are implanted during scheduling

and register allocation phase of HLS, thereafter, the watermarking constraints are implanted

during register allocation phase of HLS. Thus the IP core design has both fingerprinted and

watermarked constraints in addition to its normal design constraints (i.e. module library,

resource configurations etc.). It also ensures strong resistance against complete removal

or malicious modification of signature. In case of ownership conflict, both the implanted

signature can be detected by inspecting the datapath and controller HDL file of the IP

core. This is the first work in IP core protection of CE systems that provides symmetrical

protection to secure both IP buyer and IP seller right.

The chapter is organized as follows: Section 5.1 discusses the problem formulation,

threat model and the target platform of the proposed approach; Section 5.2 explains the pro-

posed methodology; Section 5.3 demonstrates the proposed symmetrical IP core protection

approach through a standard application; finally, the summary of this chapter is presented

in Section 5.4. (NOTE: All the abbreviations and taxonomy are listed in ‘Acronyms’ and

‘Nomenclature’ section respectively.)
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5.1 Proposed Approach: Problem Formulation, Threat Model

and Target platform

This section presents the problem formulation, threat model and target platform of the

proposed approach.

5.1.1 Problem formulation

For a DSP core given in the form of a DFG, design an symmetrically protected IP core (af-

ter implanting fingerprint and watermark) using optimal solution, within buyer’s provided

resource constraints, (Xi) = N(R1), N(R2), ..., N(RD). The problem can be formulated

as follows:

Minimize: Design cost (AT , LT ) of symmetrically protected (through robust water-

marking and fingerprinting) IP core for design solution (Xi),

Subject to: AT ≤ Acons and LT ≤ Lcons.

5.1.2 Threat model

The objective of a IP core security is to protect both the IP buyer and the IP seller. There-

fore, the threat model of the proposed symmetrical approach is as follows:

IP Buyer’s perspective

Detecting illegally redistributed/resold IP core copies in the market by a deceitful IP seller

[3].

IP Seller’s perspective

Protection against (i) fraudulent ownership (ii) ownership conflict/abuse and (iii) IP in-

fringement.
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5.1.3 Target technology/platform

The proposed protection methodology can be easily integrated with any EDA tools. HDL

or any high level language used for IP generation can easily merge with the proposed

technique in the design tools.

5.2 Proposed Methodology

The proposed symmetrical IP core protection approach covertly inserts fingerprinting and

watermarking constraints to protect the IP buyer as well as the IP seller. Based on the sig-

nature constraints provided by a buyer, an IP seller inserts buyer’s fingerprint with his/her

own watermark, safeguarding the privileges of both the entities. The multiplexing pro-

cess for each resource is generated to identify the resource interconnectivity, multiplexer

size and inputs/outputs of the watermarked and fingerprinted design. Using the generated

multiplexing scheme of each resource, the complete datapath and timing description of the

control unit of the DSP IP core is developed. Thus the final output of a symmetrically

protected RTL design of an IP core is generated as datapath and controller represented as

HDL files.

5.2.1 Evaluation models

This section discuss the proposed models used to evaluate the design cost of an symmetri-

cally protected IP core in terms of hardware area and execution latency.

Proposed hardware area model

Total area of the watermark and fingerprint implanted IP core is expressed by the following

model:

AT =
m∑
i=1

(
A(Ri) ∗Ri

)
+ A(mux) ∗N(mux) + A(buffer) ∗N(buffer) (5.1)
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Proposed execution delay model

Total execution delay of the watermark and fingerprint implanted IP core is expressed by

the following model:

LT =
n∑

c.s=1

Max(D(opi), ..D(opr)) (5.2)

Proposed design cost model

Based on the calculated value of the total hardware area and total execution delay the design

cost of an symmetrically protected IP core can be evaluated by the following model:

Cf (Xi) = w1(LT )/Lmax + w2(AT )/Amax (5.3)

5.2.2 Proposed signature encoding

In the proposed approach, fingerprint constraints are implanted in both scheduling and

register allocation phase, while watermarking constraints are implanted in the register al-

location phase of HLS. Fingerprinting constraints in the scheduling phase are achieved by

forcing specific operations in specific CS during the schedule conflict resolution process.

In other words, instead of employing priority resolver functions or random break, a novel

fingerprint encoding rule is proposed to select which operation is to be assigned to which

CS. It is a covert way of inserting buyer fingerprint since during regular operation schedul-

ing conflict the fingerprint is inserted with zero hardware and minimal latency overhead.

Further, the fingerprint and watermarking constraints during register allocation phase of

HLS are realized with the concept of CIG, where the nodes of the graph represent stor-

age variables and the edges represent overlapping lifetime between corresponding storage

variables. Namely, if two storage variables exist in the same control step of a scheduler,

their lifetime overlapping; there will be an edge between them. Adding additional edges as

constraints will force storage variables of a CIG to execute through distinct registers. The

flow diagram of the proposed symmetrical IP protection is shown in Fig. 5.2. The detailed

encoding rules of the proposed symmetrical approach are presented below:
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Fingerprint encoding

In the proposed symmetrical IP core protection approach, the fingerprint encoding is as

follows:

• x = Force even operation in odd control step while resolving scheduling conflict in

scheduling phase.

 

WATERMARKING 

SCHEME 

Input Block 

Module 

Library  
Resource 

Configuration DFG 

FINGERPRINTING 

SCHEME 
Start 

Embed fingerprint constraints (for ‘x’ & ‘y’ digit) while resolving 

operation conflict during scheduling based on resource constraints 

Embed fingerprint constraints in the form of inserting additional 

edges (for digit ‘z’) by constructing colored interval graph 

Modify timing table for register allocation by accommodating the 

fingerprint constraints corresponding to digit ‘z’ 

Construct timing table for register allocation based on the colored interval graph 

 

Obtain fingerprinting constraints corresponding to 

‘x’, ‘y’ & ‘z’ digits using proposed decoding rules 

Choose buyer’s fingerprint to embed 

Stop 

Choose vendor’s signature 

Obtain watermarking constraints using decoding rules 

Modify colored interval graph 

to insert watermarking 

constraints as additional edges 

Modified IP design (with buyer’s fingerprint 

& seller’s watermark constraints) 

Modify the timing table for register 

allocation by accommodating 

watermark constraints 

Figure 5.2: Design flow of the proposed symmetrical IP core protection during
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• y = Force odd operation in even control step while resolving scheduling conflict

scheduling phase.

• z = Add additional edge between node pair number (odd, odd) in the colored interval

graph.

In order to apply the fingerprint encoding for ’x’ and ’y’, operations are kept in a sorted

list. Similarly to apply fingerprint encoding for ’z’, the storage variables in the scheduling

must be kept in a sorted order. The strength of buyer’s fingerprint increases with its signa-

ture size. The proposed approach is flexible for accepting any large sized fingerprint. As

evident, the proposed fingerprint signature scheme comprises three unique variables and

each variable is mapped with a unique encoding that does not add much overhead to the

design while preserving robustness.

It is recommended that while selecting buyer’s fingerprint the signature should have

higher number of ‘x’ and ‘y’ digits than ‘z’ digits. The reason being that insertion of

‘x’ and ‘y’ digit imposes zero hardware area overhead and negligible execution latency

overhead as both digits are inserted during operation scheduling conflict resolution. On the

other hand, numerous insertions of ’z’ digits may result in hardware overhead in terms of

the number of storage hardware. However, it is also crucial to add another protection layer

by implanting fingerprint constraint in the register allocation stage.

Watermark encoding

In the proposed symmetrical approach, watermarking is applied using the methodology

proposed in [50]. In [50], additional constraints for watermark are inserted in the register

allocation step of HLS by adding additional edges between the nodes of a CIG. Adding

these additional edges will force storage variables of a CIG to execute through distinct reg-

isters. This approach is flexible for adding any number of additional edges in the register

allocation step. The strength of the watermark increases with the number of additional

edges (i.e., the watermark size). Though robustness increases with increase in signature

size, a large signature may incur significant hardware overhead, which makes it is nec-

essary to employ a robust watermarking scheme that provides substantial protection with
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minimal overhead. The proposed symmetrical approach employs a multi-variable water-

mark creation mechanism from [50].

As proposed in [50], the mechanism of watermark creation consists of four different

variables. Each variable carries a different encoding rule. The seller is free to choose any

random combination of these four variables as his/her watermark. Each variable adds an

additional edge between two specific nodes encoded as the rule of that variable. In other

words, selection of node pair from CIG to add an additional edge is defined in the variable

as encoding mechanism. The watermark encoding is as follows:

• i = encoded value of edge with node pair as (prime, prime)

• I = encoded value of edge with node pair as (even, even)

• T = encoded value of edge with node pair as (odd, even)

• ! = encoded value of edge with node pair as (0, any integer)

Although ’z’ digit of fingerprint and ’i’, I’, T’ and ’!’ digits of seller watermark both

embed constraints in register allocation phase, however, their encoding rules are different

resulting into completely different constraints.

5.2.3 Proposed signature implanting process

The broad and detailed steps for generating symmetrical IP is described here. It is achieved

by implanting fingerprint and watermark.

Fingerprint implanting process

Broad steps:

1. Select the desired buyer signature.

2. Decode the buyer signature to its equivalent fingerprinting constraints.

3. Use the decoded constraints to perform scheduling during operation conflict.
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4. Assign the storage variables to registers from the scheduling using the concept of

colored interval graph.

5. Insert additional edges in the colored interval graph based on decoded constraints

and perform re-assignment of register allocation.

Detailed steps:

1. Accept a preferred signature for fingerprint as any random combination of: x, y, & z

from the buyer.

2. Create a sorted list of operations of the DFG as per their operation number in increas-

ing order.

3. Convert fingerprint signature corresponding to digits ’x’ and ’y’ into equivalent con-

straints that help in resolving schedule operation conflict.

4. Initiate DFG scheduling based on the given resource configuration.

5. In case of operation conflict during scheduling, use obtained fingerprint constraints

(in step 3) to resolve and generate a scheduling (Note: When there are no fingerprint-

ing constraints available, conflict is broken based on sorted ordering).

6. Assign storage variables in the scheduling and create a colored interval graph to find

the minimum number of registers required for allocation.

7. Sort the assigned storage variables as per their number in increasing order.

8. Construct a timing table for register allocation based on the generated colored interval

graph.

9. Generate a list of extra edge pairs conforming to z digit(s) by traversing the sorted

storage variables in step 7.

10. Insert the additional edges in the colored interval graph generated in step 6 based on

obtained fingerprint constraints.
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After performing the above steps, a buyer fingerprint implanted IP design is generated.

This IP design is used as an input for further implanting the seller watermark and finally

generating the symmetrical IP core.

Watermark implanting process

Broad steps:

1. Select desired seller signature.

2. Decode the seller signature into its equivalent watermarking constraints.

3. Construct a colored interval graph to represent registers required for storage variables

from the fingerprint implanted scheduling.

4. Perform re-allocation of register if necessary while inserting extra edges in the col-

ored interval graph based on watermarking constraints.

Detailed steps:

1. Accept the fingerprint embedded IP design (schedule and register allocation) as an

input.

2. Sort the assigned storage variables as per their number in increasing order.

3. Accept the watermark of the seller in the form of i, I, T, and !, where these characters

hold the encoded meaning of additional edges to be inserted.

4. Create a list of additional edge pairs corresponding to its encoded values by traversing

the sorted nodes.

5. Insert the additional edges in the colored interval graph of fingerprint embedded de-

sign as watermarking constraints.

6. Modify the timing table of the register allocation based on the generated watermark.

Post-execution of the above steps, on top of the buyer fingerprint a seller watermark im-

planted IP design is generated. Consequently, the IP design has signatures of both the

entities. This ensures a reusable IP core with symmetrical protection.
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5.2.4 Signature detection process

Signature detection is a compulsory process for any signature-based IP core protection

mechanism. This process extracts and validates the implanted signature from the IP core

design to protect the rights of the corresponding entity. The signature detection for the

proposed approach is a two-step process:

• Design inspection: The objective of this step is to extract the appropriate design

information in terms of structural property, specification, etc., from the received IP

core.

• Signature verification: The objective of this step is to verify the decoded constraints

of the signatures in the extracted information from the received IP design signify-

ing the signature and the encoding meaning of each digit needs to be known. Con-

sequently, the list of additional constraints corresponding to the signature can be

generated. Lastly, the presence of each constraint must be verified in the extracted

controller and datapath information of the received IP core.

5.2.5 Properties of generated signatures

In the proposed symmetrical IP core protection approach, the embedded signatures have

the following properties:

• Low embedding cost: An ideal signature must incur minimal hardware area and ex-

ecution latency overhead. Therefore, any symmetrically protected IP core design

solution should impose overhead as low as possible. In the proposed approach, a

low-cost watermarked-fingerprinted design solution has been explored.

• Resiliency: A signature should be so strong and robust that it is difficult to remove

or tamper. The proposed watermark and fingerprint are both equipped with strong

protection which makes the watermark and fingerprint extremely hard to remove

or tamper without complete knowledge of both the encoding rules. Additionally,

it is also difficult to identify in which HLS step the signatures has been implanted.
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Besides, the additional constraints are distributed all over the IP design which renders

it more resistant against removing or tampering.

• Fault tolerance: An ideal signature must be distributed enough throughout the design

so that partial removal of the signature constraints does not prevent the proof of

ownership. As the proposed signature scheme distributes the additional constraints

throughout the design, ownership remains preserved even after partial removal or

tampering of signature.

• Adaptability to any CAD Tool: An ideal signature must be easily adaptable for any

modern CAD tool. The proposed symmetrical methodology is compatible with any

new generation CAD tool and can be integrated with any modern CAD tool flow

seamlessly.

• Signature creation and detection time: An ideal signature creation process should

not be too complex to generate a signature. In the proposed approach, the signature

creation time for both watermark and fingerprint is significantly less. Further, the

signature detection process is simple and straightforward for a genuine entity with

complete knowledge of encoding rules.

5.3 Motivational Example

This section gives a demonstration of the proposed symmetrical IP core protection mecha-

nism through a standard benchmark. The first subsection illustrates the proposed fingerprint

creation and insertion process while the second subsection illustrates the proposed water-

mark creation and insertion process. As mentioned earlier, fingerprint digits ‘x’ and ‘y’

are implanted in the scheduling step of HLS by assigning specific operations to specific

CS during schedule conflict resolution process while variable ’z’ adds additional edges in

register allocation phase by forcing specific storage variables to execute in distinct regis-

ters. On the other hand, seller watermarking constraints in the form of ’i’, I’, T’ and ’!’ are

embedded only in the register allocation step of HLS by forcing specific storage variables

to execute in distinct registers.
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Table 5.1: Fingerprint and its meaning

Desired
fingerprint

(7-digit)

Corresponding
operation assigned

in control step
based on fingerprint

Corresponding
additional

edges to add between nodes in the
colored interval graph

x assign operation 2 in CS1 -
x assign operation 4 in CS1 -
y assign operation 5 in CS2 -
x assign operation 6 in CS3 -
y - -
z - (V1, V3)
z - (V1, V5)

V8 

V6 V5 

V11 

V4 
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V12 

V15 

V13 

V7 

V10 V14 
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* 

(3) 

V2 

i1 i2 i3 i4 

y2 y1 

Figure 5.3: Scheduling of MESA DFG with 2 adders and 3 multipliers (after implanting
proposed fingerprint)

5.3.1 Example of fingerprint implanting

Assuming MESA data flow graph and resource configuration (2 adders and 3 multipliers)

provided as inputs. The desired buyer signature is chosen (using an arbitrary combination

of ’x’, ’y’ and ’z’) as discussed in section 5.2.3. For the purpose of demonstration, a 7-digit
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Figure 5.4: Scheduling of MESA DFG with 2 adders and 3 multipliers (with no buyer
signature implanted)

Table 5.2: Timing table for register allocation after implanting ‘x’ & ‘y’ but before im-
planting ‘z’ digits as fingerprint constraints

Control
Step

Red
(R)

Green
(G)

Blue
(B)

Yellow
(Y)

0 V0 V1 V2 V3
1 V4 V5 V2 V6
2 V7 V5 V9 V11
3 V10 V8 V9 V14
4 V12 V13 - V16
5 V15 V13 - -
6 V17 - - -

buyer fingerprint signature is selected: ‘x x y x y z z’. The fingerprint signature is then

decoded. The corresponding decoded meaning is shown in Table 5.1 . The decoded con-

straints are obtained using the proposed encoding meaning of each fingerprint digit. Next,

the MESA data flow graph needs to be scheduled using the resource constraint specified.

In the first odd CS, there are four ready multiplication operations viz. opn 1, opn 2, opn
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Table 5.3: Timing table for register allocation after embedding additional edges as finger-
print constraints

Control
Step

Red
(R)

Green
(G)

Blue
(B)

Yellow
(Y)

0 V0 V1 V2 V3
1 V5 V4 V2 V6
2 V5 V7 V9 V11
3 V10 V8 V9 V14
4 V12 V13 - V16
5 V15 V13 - -
6 V17 - - -

V9 

V3 V2 

V1
 
 
  

V0 

V11 

V7 
V5 

V6 V4 

V17 

V15 

V8 

V12 

V16 

V10 

V13 

V14 

Figure 5.5: Colored interval graph with additional edges as fingerprinting constraints indi-
cated through blue dotted line

3 and opn 4, but only 3 multiplier resources are available. This indicates the existence of

a schedule operation conflict scenario. The decoded fingerprint constraints will now be

inserted in the schedule while resolving the operation conflict. For example, first digit ’x’

forces even multiplication operation (i.e., opn 2) into odd control step (i.e., CS 1) during

schedule conflict resolution. Similarly the next digit ’x’ forces multiplication opn 4 in odd
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CS 1 during schedule conflict resolution. The third multiplication is scheduled in CS 1 by

simply choosing the first operation in the sorted list. Thus opn 1 is selected and scheduled

in CS 1. Similarly, odd opn 5 has been scheduled in even CS 2 after resolving operation

conflict through fingerprint encoding of digit ’y’. Further even opn 6 has been scheduled

in odd CS 3 after resolving operation conflict through fingerprint encoding of digit ’x’.This

process of embedding fingerprint constraints in scheduling continues until all operation

conflicts are resolved. Since no further schedule operation conflict exists, hence the last

three fingerprint digits could not be embedded. However, scheduling is normally continued

until all operations of DFG are scheduled based on resource constraint. The final schedule

with buyer fingerprint embedded is shown in Fig. 5.3. Its schedule counterpart where no

fingerprint embedding is performed during conflict resolution is shown in Fig. 5.4. As evi-

dent with absolutely zero hardware area and zero latency overhead, the buyer fingerprint is

successfully embedded in the design without distorting the functionality.

Next, the storage variables (V1 - V17) are assigned in the obtained schedule and its

corresponding CIG is created. Two additional edges corresponding to two ’z’ fingerprint

digits are to be added as constraints in the CIG (representing register allocation phase).

Although two additional edges have to be added, but coincidently an edge between (V1,

V3) already exists by default. Thus, only new edge between (V1, V5) needs to be added

(marked by a blue dotted line in CIG of Fig. 5.5). The information of this new edge added

in the CIG needs to be accommodated in the timing table of register allocation (shown

in Table 5.2). This is accommodated by executing storage variables V1 and v5 in distinct

registers (Red and Green). The modified controller with fingerprinting constraints is shown

in Table 5.3.

5.3.2 Example of watermark implanting

After embedding buyer’s fingerprint, it now acts as an input for embedding seller water-

mark. For demonstration, a 7-digit watermark signature is selected: ’i i i I i T !’. Its

corresponding decoded constraints as additional edges are shown in Table 5.4. As evident

from the CIG in Fig. 5.6, only two additional edges ((V2, V7), (V2, V9)) as constraints

66



Table 5.4: Watermark and its meaning

Desired
watermark

(7-digit)

Corresponding
additional edges to

insert between nodes of
coloured interval graph

i (V2,V3)
i (V2,V5)
i (V2,V7)
I (V2,V4)
i (V2,V9)
T (V1,V2)
! (V0,V1)

Table 5.5: Final timing table for register allocation after implanting fingerprint and water-
mark

Control
Step

Red
(R)

Green
(G)

Blue
(B)

Yellow
(Y)

0 V0 V1 V2 V3
1 V5 V4 V2 V6
2 V5 V7 V11 V9
3 V10 V8 V14 V9
4 V12 V13 - V16
5 V15 V13 - -
6 V17 - - -

need to be inserted in the CIG. This is because the remaining five edges are already present

in the graph by default. Therefore, due to an extra edge being inserted between V2 and

V9, both are forced to execute through distinct registers. V2 and V7 are anyway executed

through distinct registers as evident in Table 5.3. The final modified timing table for regis-

ter allocation is shown in Table 5.5. It is clear that zero hardware area and latency overhead

have been incurred after embedding seller’s watermark as well.

Thus for MESA benchmark, embedding both buyer fingerprint and seller watermark

for symmetrical IP protection incur absolutely zero area and latency design.

Note: The corresponding experimental results of the proposed methodology is ex-

plained in Chapter 10 Section 10.3.
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Figure 5.6: Final colored interval graph incorporating buyer fingerprint (additional edges
in blue dots) and seller watermark (additional edges in red dotted line)

5.4 Summary

The chapter presents a novel solution to the long pending concern of IP cores protection

for both the IP buyer and the IP seller for CE systems. The work proposes a symmetrical

IP core protection methodology that implants buyer’s fingerprint during scheduling and

register allocation phase and seller’s watermark during register allocation phase of HLS.

Additionally, as the additional constraints are implanted at the higher design abstraction

level, therefore it will automatically propagate to the lower abstraction level and protect

both the design level. This is the first approach in the literature that provides symmetrical

protection for IP cores used in consumer electronics designs. Several novelties integrate the

framework of the proposed algorithm: (a) multi-variable encoding scheme for fingerprint

(b) multi-variable encoding scheme for watermark (c) novel encoding rule for each encoded

variable (d) automation of the complete symmetrical protection process during in-synthesis

steps of HLS (no pre or post-synthesis steps are required). Finally, experimental results

over the standard applications indicate an average 1% design cost overhead compared to

baseline (unprotected) design and <1% design cost (includes 0% area overhead and 1.1%

latency overhead) overhead compared to a non-symmetrical approach.
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Chapter 6

Multi-Stage Structural Obfuscation to

Secure IP Core used in CE Systems

Signature-based IP core protection approaches such as watermarking, fingerprinting, etc.

(discussed in chapter 4, 5) are useful for passive attacks such as ownership abuse, IP piracy,

IP infringement. However, these defense mechanisms are inapplicable to active attacks

such as reverse engineering. RE of an IP core is a process of identifying its design, structure

and functionality [45]. Using RE one can identify the device technology (Intel transistors,

2012), extract the gate-level netlist [61], and infer the IP functionality [23]. Therefore,

using RE an attacker can identify the functionality of an IP core, he/she can launch IP

piracy/attacks, insert malicious Trojan logic into an IP core, etc. Therefore, it is extremely

crucial to secure an IP core from RE attack.

Structural obfuscation obscures the functionality of a DSP IP core by transforming its

architecture into a non-obvious one while preserving the correct functionality. Thus, en-

hancing the RE complexity for an adversary. The primary challenge in structural obfusca-

tion is maintaining the exact functionality of the design while transforming it. In summary,

structural obfuscation is a process of converting a design D into its equivalent form O(D),

such that O(D) is unintelligible to an adversary targeting to recover D from O(D).

This chapter presents a novel low-cost, multi-stage structural obfuscation methodology

to enhance the RE complexity for an attacker (shown in Fig.6.1). In the proposed approach,

a DSP kernel is obscured by its design through several successive high-level transformation
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Figure 6.1: Proposed Symmetrical IP core Protection during high level synthesis.

techniques. These transformations increase the complexity for an adversary to discover its

original functionality. In the proposed approach, total five high-level transformation ap-

proaches are used to obfuscate both loop and non-loop based DSP kernel. They are Redun-

dant Operation Elimination (ROE), Logic Transformation (LT), Tree Height Transforma-

tion (THT), Loop Unrolling (LU) and Loop Invariant Code Motion (LICM). Additionally,

this approach performs optimization to select a low-cost design architecture that meets de-

sign objectives like execution latency, hardware area and all-inclusive design cost. Thus, a

low-cost, multi-stage transformation based structural obfuscation with stronger robustness

is proposed here. This is the first work in IP core protection of CE systems that provides

low-cost, multi-stage structural obfuscation to secure an IP core against RE attack.

The chapter is organized as follows: Section 6.1 discusses the problem formulation,

threat model and the target platform of the proposed approach; Section 6.2 explains the pro-

posed methodology; Section 6.3 explains the PSO-DSE framework to explore the low-cost

design solution for the obfuscated design; Section 6.4 demonstrates the proposed multi-

stage structural obfuscation approach through an example; finally, the summary of this

chapter is presented in Section 6.5. (NOTE: All the abbreviations and taxonomy are listed

in ‘Acronyms’ and ‘Nomenclature’ section respectively.)
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6.1 Formulation, Threat Model and Evaluation Models

This section presents the problem formulation, threat model and evaluation models of the

proposed approach.

6.1.1 Problem formulation

For a given loop-based DSP core in the form of a CDFG, explore the design space to de-

termine an optimal structurally obfuscated design solution. The generated solution should

minimize the overall design cost while satisfying conflicting user-given constraints. The

problem can be formulated as follows:

Minimize: Obfuscated design cost (AOBF
T , LOBF

T ) for optimal

(Xi) = {N(R1), N(R2), ..., N(RD), UF}.

Subject to: AOBF
T ≤ Acons and LOBF

T ≤ Lcons and provide resiliency against RE attack.

6.1.2 Threat model

The proposed work enhances the RE complexity for an adversary during RTL synthesis by

obscuring the original structure of an IP core design. Thus, provides defense against threats

resulting due to RE such as IP piracy, IP infringement (counterfeit) and Trojan insertion.

6.1.3 Evaluation models

Area model

Total area AOBF
T consumed by a structurally obfuscated design can be expressed as:

AOBF
T =

m∑
i=1

(
A(Ri) ∗N(Ri)

)
+ A(mux) ∗N(mux)

+ A(buffers) ∗N(buffers) (6.1)

Total design area is evaluated by adding total area of hardware resource units (such as adder,

subtractor, multiplier etc.), interconnecting units (such as multiplexer and de-multiplexer)
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and storage units (such as register, delay elements). The total design area is assessed with

respect to the module library of 15 nm NanGate-based technology [37].

Latency model

Total execution latency LOBF
T of the obfuscated design can be expressed as follows:

LOBF
T =

(
TOBF
body ∗

[ I

UF

]floor)
︸ ︷︷ ︸

for unrolled loop

+
(
I mod UF

)
∗ TOBF

first︸ ︷︷ ︸
for sequential loop

. (6.2)

Fitness function

The fitness of each obfuscated design solution is calculated (considering hardware area

consumption and execution latency) based on the following function:

Cf (Xi) = φ1
AOBF

T − Acons

AOBF
max

+ φ2
LOBF
T − Lcons

LOBF
max

, (6.3)

(NOTE: During the experiment, both the weightage factor φ1 and φ2 are kept 0.5 to provide

equal preference to both the design parameters. However, based on the user’s priority the

weightage on silicon area and latency can be modified by tuning the value of weightage

factors. The value of each weightage factor lie between 0 to 1.)

6.2 Proposed Methodology

As mentioned earlier, the proposed approach leverages five high-level transformation tech-

niques i.e. ROE, LT, THT, LU, and LICM to obfuscate the input DSP application during

algorithmic synthesis. It takes the input of an application in the form of a loop-based CDFG

or non-loop based DFG and applies each of the aforementioned HLTs to obfuscate it. The

flow diagram of the proposed approach is shown in Fig. 6.2. To obtain higher robustness

during obfuscation, all the aforementioned HLT techniques have performed in consecutive

stages as mentioned in Fig. 6.2. An example of non-obfuscated original CDFG shown in

Fig. 6.3 is used for explanation. The design is scheduled based on 3 adders and 4 multi-
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Figure 6.2: Flowchart of the proposed multi-stage structural obfuscation approach

pliers which is provided as user input. The scheduled CDFG of the same non-obfuscated

design is shown in Fig. 6.4. The corresponding equivalent DSP circuit is shown in Fig.

6.5. As evidence from the design, it employs 6 4:1 switches, 4 2:1 switches, 10 input reg-

isters, 1 output register and 8 delay elements. The detailed process of each HLT technique

is explained with an example in the following subsections.
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Figure 6.3: Original non-obfuscated loop-based CDFG
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Figure 6.4: Original non-obfuscated CDFG scheduled based on 3(+), and 4(*)
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Figure 6.5: Equivalent circuit of non-obfuscated scheduled CDFG

6.2.1 Redundant operation elimination process

It is an HLT technique which is applied to obfuscate a DSP core by removing duplicate

nodes from its equivalent graph to form a new functionally equivalent RTL netlist. A node

in the input graph is identified as a redundant node if there exists another node which has

exactly same parents/inputs and same operation type. If a pair of such nodes is found

then the nodes with higher node number are removed from the graph. To preserve the

correct functionality necessary adjustments are performed in the graph. The algorithm of

the proposed ROE is shown in Fig. 6.6. Finally, ROE based structurally obfuscated graph

is produced as output which is fed to the next obfuscation stage. For example, in the non-

obfuscated design shown in Fig. 6.3, the redundant operations are operation no. 9, 11,

12, 13, 15 which are removed as shown in Fig. 6.7 to structurally obscure the design.

However, to preserve the correctness of the application, the inputs of operation no. 14 and

16 are taken from operation no. 10 and 14 respectively (Fig. 6.7). The eliminated nodes

and dependencies are marked with dotted circle and line respectively. However, as both the

design is functionally equivalent thereby correctness of the application is preserved.
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Input – DFG of the application ‘A[]’ (list of nodes) 

Output – ROE based obfuscated DFG ‘A[]’ 

1. Begin 

 // Identifying redundant nodes// 

2. int i , j 

3. For i = 0 to sizeof(A[]) Do 

3.1   For j = i+1 to sizeof(A[]) Do 

3.1.1   IF(A[i]==A[j]) Then 

3.1.2   Assign child of A[j] to child of A[i] 

3.1.3   Remove A[j] 

3.1.4   End IF  

3.2  End For 

4. End For 

5. Perform equivalence checking 

6. End 

Figure 6.6: Algorithm of the proposed ROE based obfuscation
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Figure 6.7: Redundant operation elimination based obfuscated CDFG

6.2.2 Logic transformation process

It is another HLT technique which is applied to obfuscate the DSP core by generating a dif-

ferent logically equivalent function to form a new functionally equivalent RTL netlist. In
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Input – DFG of the application ‘A[]’ (list of nodes) 

Output – LT based obfuscated DFG ‘A[]’ 

1. Begin 

 // Identifying equivalent sub-function// 

2. int a , b, i 

3. For i = 0 to sizeof(A[]) Do 

3.1   a = parent1 of node A[i]  

3.2   b = parent2 of node A[i]  

3.3  Replace f(a,b) with f’(a’,b’) such that both are functionally 
  equivalent 

4. End For 

5. Perform equivalence checking 

6. End 

Figure 6.8: Algorithm of the proposed LE based obfuscation

the context of DFG/CDFG of an application, LT is applied to obscure the input DFG/CDFG

by modifying the graph with different logically equivalent function. It alters the nodes of

the input graph such that the graph looks different than the original still satisfies the func-

tionality correctly. The algorithm of the proposed LE is shown in Fig. 6.8. Finally, LT

based structurally obfuscated graph is produced as output which is fed to the next obfus-

cation stage. For example, Fig. 6.9 represents the LT-based obfuscated form of the input

graph (Fig. 6.7); newly added/modified nodes are marked with green colored node number

and the modified dependencies are marked with the green dotted line. However, as both the

design is functionally equivalent thereby correctness of the application is preserved.

6.2.3 Tree height transformation process

It is another HLT technique which is applied to obfuscate the DSP core by modifying the

height of its equivalent graph by introducing parallelism in sub-computations to form a new

functionally equivalent RTL netlist. It divides the critical path dependency into temporary

sub-computations and evaluates in parallel, thereby generates structurally dissimilar yet

functionally equivalent graph. The algorithm of the proposed THT is shown in Fig. 6.10.

Finally, THT based structurally obfuscated graph is produced as output which is fed to

the next obfuscation stage. For example, Fig. 6.11 represents the THT-based obfuscated

form of the input graph (Fig. 6.9). It reduces the height of the obfuscated graph from 10 to

8 compared to the original design. The computation of node 17 and 18 in the obfuscated
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Figure 6.9: Logic transformation based obfuscated CDFG

Input – DFG of the application ‘A[]’ (list of nodes) 

Output – THT based obfuscated DFG ‘A[]’ 

1. Begin 

 // Identifying path dependency// 

2. List Path [] = Calculate the list of path of A[]  

3. For int i = 0 to sizeof(Path[]) Do 

3.1  IF(Path[i] have sequentially executed associative  
  operation) Then 

3.2   Divide the path dependency into sub-computations and 
  evaluate in parallel  

3.3   End IF  

4. End For 

5. Perform equivalence checking 

6. End 

Figure 6.10: Algorithm of the proposed THT based obfuscation

design is executed earlier compare to the input design. The dependencies of the obfuscated

graph are adjusted to maintain the correct functionality. The modified dependencies are

marked with red lines. However, as both the design is functionally equivalent thereby

correctness of the application is preserved.
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Figure 6.11: Tree height transformation based obfuscated CDFG

Input – CDFG of the application ‘A[]’ (list of nodes) and UF 

Output – LU based obfuscated DFG ‘A[]’ 

1. Begin 

 // Identifying loop unrolling factor// 

2. For int i = 0 to UF Do 

2.1  Repeat the loop body of A[i] 

2.2  Assign the corresponding inputs of the repeat operations   

3. End For 

4. Perform equivalence checking 

5. End 

Figure 6.12: Algorithm of the proposed LU based obfuscation

6.2.4 Loop unrolling process

It is another HLT technique which is applied to obfuscate the loop-based DSP application

by unwinding the loop from its equivalent graph and executes the same calculation mul-

tiple times to form a new functionally equivalent RTL netlist. Thus generates structurally

dissimilar yet functionally equivalent graph. The algorithm of the proposed LU is shown

in Fig. 6.12.

Finally, LU based structurally obfuscated graph is produced as output which is fed to

the next obfuscation stage. For example, Fig. 6.13 represents the LU-based obfuscated
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Figure 6.13: Loop unrolling based obfuscated CDFG

Input – DFG of the application ‘A[]’ (list of nodes) 

Output – THT based obfuscated DFG ‘A[]’ 

1. Begin 

 // Identifying path dependency// 

2. List Path [] = Calculate the list of path of A[]  

3. For int i = 0 to sizeof(Path[]) Do 

3.1  IF(Path[i] have sequentially executed associative  
  operation) Then 

3.2   Divide the path dependency into sub-computations and 
  evaluate in parallel  

3.3   End IF  

4. End For 

5. Perform equivalence checking 

6. End 

Figure 6.14: Algorithm of the proposed LICM based obfuscation

form of the input graph (Fig. 6.11) based on UF = 2. As the execution latency of a design

is directly dependent on the UF, therefore, in the proposed approach the optimal UF is

explored through PSO driven DSE process. It minimizes the execution time as well as

concurrently structurally obscure the IP design. However, as both the design is functionally

equivalent thereby correctness of the application is preserved.

80

DIPANJAN ROY
Highlight

DIPANJAN ROY
Highlight



+ (1) 

u u 

+ (2) 

v v 

+ (3) 

A[i] A[i+1] 

+ (4) 

B[i-1] B[i+1] 

+ (5) 

C[i+1] C[i] 

X 
X 

+ 

X 

X 

X 

+ 

+ 

+ 

(6) 

(7) 

(8) 

(10) 

(14) 

(16) 

(17) 

(18) 

(19) 

+ (22) 

A[i+1] A[i+2] 

+ (23) 

B[i] B[i+2] 

+ (24) 

C[i+2] C[i+1] 

+ 

+ 

+ 

(36) 

(37) 

(38) 

+ 

u 

(39) 

2 

2 

2 

2 

y1 y2 

Figure 6.15: Loop invariant code motion based obfuscated CDFG

6.2.5 Loop invariant code motion process

It is another HLT technique which is applied to obfuscate the loop-based DSP application

by moving the loop independent nodes out of the loop body from its equivalent graph to

form a new functionally equivalent RTL netlist. More specifically, it moves out the nodes

of the loop which would not make any differences if it executes inside the loop iteratively

or outside the loop once. Thereby, it speeds up the execution process while maintaining the

correct functionality of the graph. Thus, generates structurally dissimilar yet functionally

equivalent graph. The algorithm of the proposed LICM is shown in Fig. 6.14.

Finally, LICM based structurally obfuscated graph is produced as output. For example,

Fig. 6.15 represents the LICM-based obfuscated form of the input graph (Fig. 6.13) based

on UF = 2. The dotted box shows the nodes which do not depend on the loop. As evidence

from the Fig. 6.15, for UF = 2 loop invariant operations are executed once while loop

depended operations are executed two times. However, as both the design is functionally

equivalent thereby correctness of the application is preserved.

(NOTE: The failure of the last step of each algorithm i.e. Perform Equivalence checking

indicates the corresponding transformation algorithm is unable to preserve the functional-
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ity of the input DSP IP core. Therefore, the transformations due to this algorithm will be

undone. In other words, the design of the DSP IP core will be roll backed to its previous

version (before applying the algorithm).)

6.3 Exploring PSO-driven Low-Cost Structural Obfusca-

tion

In the proposed approach low-cost obfuscated IP design is achieved through particle swarm

optimization driven design space exploration. It accepts the obfuscated design (explained

in Section 6.2) of the application in the form of DFG/CDFG, module library, terminating

criteria of PSO, control parameters (like inertia weight, social factor, cognitive factor etc.)

and user given area-delay constraints as inputs and generates a low-cost optimized obfus-

cated IP design as output. The detailed PSO-DSE process shown in Fig. 6.16, is explained

in the following subsections.

6.3.1 Overview of PSO-DSE

PSO is a population-based stochastic optimization methodology where every single solu-

tion is known as a particle. The fitness of each particle is evaluated based on the fitness

function to be optimized. The velocity of each particle directs the movement of the particle.

The particles move through the search space by following the current global best gbest and

its own best location lbest. After finding a better gbest or lbest the ith particle updates its

velocity and position.

6.3.2 Initialization of particle

In the PSO-DSE process, the particle position (Xi) be expressed as follows:

Xi = {N(R1), N(R2), ..N(RD), UF} (6.4)
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Figure 6.16: PSO driven DSE process for low-cost obfuscated design

The particles are initialized based on uniform distribution over the search space and can be

represented as follows [53]:

X1 = {min(R1),min(R2), ..min(RD),min(UF )} (6.5)

X2 = {max(R1),max(R2), ..max(RD),max(UF )} (6.6)
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X3 =
{(min(R1) +max(R1))

2
, ..

(min(RD) +max(RD))

2
,

(min(UF ) +max(UF ))

2

}
(6.7)

Where, the first three particles are initialized as mentioned above and the rest of the particles

are initialized using the following equation:

Xn =
{(min(R1) +max(R1))

2
± α, ..

(min(RD) +max(RD))

2
± α,

(min(UF ) +max(UF ))

2
± α

}
(6.8)

Where, min(R1) denotes minimum number of resource of resource type R1. Similarly,

max(R1) denotes maximum number of resource of resource type R1, α denotes a random

integer between minimum and maximum number of resource in dth dimension of the design

space.

6.3.3 Movement of particle using velocity

In the PSO-DSE process, each dimension of a particle velocity is updated based on the

following equation:

V +
di

= ωVdi + b1r1[Rdlbi
−Rdi ] + b2r2[Rdgb −Rdi ] (6.9)

Where, Vdi is the velocity of ith particle in the dth dimension, V +
di

is the updated velocity. ω

is the inertia weight, b1, b2 are acceleration coefficients. r1 , r2 are random numbers. Rdlbi

denotes local best of ith particle in the dth dimension. Similarly, Rdgb denotes global best

of the dth dimension. Rdi is the number of resources of ith particle in dth dimension. The

updated velocity is subsequently utilized to calculate new position of the particle swarm in

the design space using the following equation:

R+
di

= Rdi + V +
di

(6.10)
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Where, Rdi and R+
di

represents the current and updated particle positions.

6.3.4 Terminating criteria of PSO

The PSO based DSE process will terminate if any of two condition arises, a) reached the

maximum number of iteration (Imax), b) no improvement is observed in global best for δ

number of iteration. In the proposed approach the value of Imax and δ is taken as 100 and

10 respectively.

6.4 Motivational Example

This section gives a demonstration of the proposed multi-stage structural obfuscation mech-

anism through an example. For the ease of explanation of the same non-obfuscated CDFG

shown in Fig. 6.3 is taken as input. In the shown graph adders and multipliers are denoted

through green and blue nodes respectively. The integer value on the side of each node des-

ignates the respective operation number. As shown in Fig. 6.3, all the primary inputs are

shown in the purple boxes, where, three arrays i.e. A, B and C with two constant values

i.e., u, and v are available. The arrays are loop dependent variables and the constant values

are loop independent variables. The final output is stored in register ‘y’, shown in an or-

ange box. The total number of node in the graph is 19 before applying any transformation

technique, it consists of total 8 iterations and the height of the graph is 9. After apply-

ing multiple successive transformation techniques on the input CDFG, the final multi-stage

structurally obfuscated CDFG is shown in Fig. 6.17.

Due to ROE, node number 9, 11, 12, 13, 15 is removed; due to LT, node number 6,

7, 14, 16, and 39 is altered; due to THT, the height of the graph is decreased from 9 to 8;

due to LU for UF = 2, the CDFG is unrolled two times; and finally due to LICM, the loop

invariant nodes are kept outside the loop. Therefore, the total number of nodes present in

the graph is increased from 19 to 21 in the final obfuscated CDFG.

This multi-stage structurally obfuscated CDFG is further fed as input with the module

library and PSO control parameters to explore a low-cost design solution through PSO-DSE

framework (refer to Fig. 6.16). For the particular application, it is observed that the optimal
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Figure 6.17: Obfuscated CDFG after employing multi-stage HLTs
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Figure 6.18: Low-cost obfuscated IP design scheduled with 3(+) and 1(*)

design solution is three adders and one multiplier. Therefore, the multi-stage structurally

obfuscated CDFG is scheduled based on aforementioned resources. Fig. 6.18 represents
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Figure 6.19: Equivalent circuit of multi-stage structurally obfuscated IP design

the final low-cost, structurally obscured scheduled CDFG of the input application. The

equivalent obfuscated circuit of the application is shown in Fig. 6.19. It employs 8 8:1

muxes, 18 input registers, 2 output register and 13 delay element. The changes due to

proposed multi-stage structural obfuscation for this application (marked as red circle in

Fig. 6.19) at register-transfer/module level and gate level are reported in Table 10.18.

Note: The corresponding experimental results of the proposed methodology is ex-

plained in Chapter 10 Section 10.4.

6.5 Summary

The chapter presented a novel solution to the hardware security of RE on DSP based IP

cores. The work presented a solution for protecting a DSP IP core against RE attacks us-

ing multi-stage structural obfuscation. The work proposes several DSP circuit obfuscation

techniques by leveraging high-level transformations. This is the first approach in the litera-

ture that provides low-cost, multi-stage structural obfuscation to enhance the complexity of
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RE attack for IP cores used in consumer electronics designs. Several novelties integrate the

framework of the proposed approach: (a) multiple HLT-based obfuscation methodology ap-

plied successively to hinder RE (b) achieves low-cost obfuscated design through PSO-DSE

framework (c) capable of handling both loop and non-loop based applications (d) automate

the complete symmetrical protection process during in-synthesis steps of HLS (no pre or

post-synthesis steps are required). Finally, experimental results of the proposed approach

yielded an enhancement on obfuscation of 22 % and reduction in obfuscated design cost of

55 % compared to a single-stage structural obfuscation approach.
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Chapter 7

SAT and Removal Attack Resilient

Functional Obfuscation to Secure IP

Core of CE Systems

In the previous chapter, a novel structural obfuscation approach is proposed to thwart RE

attack for DSP IP cores used in CE systems. Hardware obfuscation can also be achieved

through functional obfuscation. Functional obfuscation (also known as logic encryption)

inserts additional logic components known as key-components into the design to lock its

functionality and implementation. These additional logic components accept key bits as

input and based on these key value it produces the output. Therefore, applying the cor-

rect key combination will produce the correct result while applying the wrong keys led to

exhibit an incorrect functionality of the design. Thus functional obfuscation thwarts RE

attack. However, functional obfuscation is prone to other attacks like sensitization attack,

removal attack, SAT attack, IP piracy and Trojan attack.

The functional obfuscation approach for DSP IP core available in the literature is un-

able to handle all the aforementioned attacks [25]. More specifically, this approach is

susceptible to removal and SAT attack. This chapter presents a novel removal and SAT

attack resilient block, which is integrated with [25] to enhance the robustness of the exist-

ing functional obfuscation approach (shown in Fig.7.1). As shown in the figure, the green

block represents the functionally obfuscated circuit which accepts three inputs viz. primary
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Figure 7.1: Overview of the proposed approach

inputs (M), encrypted key (K1’) and direct non-encrypted key (K2). The blue block repre-

sents the SAT/removal attack resilient circuit which accepts K1 as input and generates K1’

as encrypted output.

The chapter is organized as follows: Section 7.1 discusses the possible attacks on func-

tional obfuscation and the threat model of the proposed approach; Section 7.2 explains the

proposed approach; and the summary of this chapter is presented in Section 7.3. (NOTE:

All the abbreviations and their corresponding full form are listed in ‘Acronyms’ section.)

7.1 Possible Attacks and Threat Model

This section discusses the functional obfuscation approach for DSP IP core available in

the literature [25], the attacks which can be as well as cannot be mitigated through this

approach and thus derives the threat model of the proposed approach.

7.1.1 Possible attacks

Functional obfuscation generates a locked netlist by inserting key components or key-gates

in the circuit. However, incorrect placement of key components may invite several attacks.

This sub-section discusses possible attacks scenarios of a locked netlist.

Isolated key-gates based key-sensitization attack

A key-gate in a locked netlist is considered as isolated if there is no path between that

key-gate and any other key-gates. An attacker can easily sensitize the key value of an
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Figure 7.2: Corresponding to the sensitization attack: (a) Isolated key gates K1 and K2, (b)
Run of key gates K1 and K2, (c) Concurrently mutable key gates K1 and K2

isolated key-gate. For example in Fig. 7.2(a), there is no path between key-gate K1 and

K2. Therefore, K1 and K2 are isolated key-gates. An attacker can sensitize the value of K1

as 0 to the output 1 (O1) by applying ‘100XXX’ i/p pattern.

Run of key-gates based key-sensitization attack

A set of key-gates in a locked netlist is considered as run of key-gates if they are connected

in a back-to-back fashion. Few run of key-gate structures are vulnerable for locked netlist

as it reduces the effort of an attacker to identify the correct key by increasing the possible

correct key combinations. The reason is, some run of key-gate structure may be replaceable

with a single key-gate, thus, diminishing security strength. For example in Fig. 7.2(b), K1

and K2 are connected back-to-back, thus forming a run of key-gates. In this can both ‘01’

and ‘10’ are the correct key value. Moreover, K1 and K2 can be replaced by a single

key-gate (XOR) with ‘1’ as the correct key value.

Mutable key-gates based key-sensitization attack

If two or more key-gates converges but have no common path between them, sensitiza-

tion may still occur. Therefore, if key-gates K1 and K2 converge to another gate so that a

specific key-bit can be obtained by muting the other, then both key-gates are called concur-

rently mutable key-gates. In this type of scenario, an attacker can easily trace the key value

K1 by muting K2. For example in Fig. 7.2(c), K1 and K2 converge at the gate G. The value

91



of K1 can be sensitized to the O1 by muting the effect of K2. Applying I6=0 in the input

pattern will mute K2. Similarly, The value of K2 can be sensitized to the O1 by muting the

effect of K1. Applying I1=1 in the input pattern will mute K1.

IP piracy and Trojan attack

If somehow the correct key combination of a locked netlist is identified by an attacker,

he/she can easily discover the correct functionality of that netlist. This may enhance the

possibility of IP piracy/counterfeit and Trojan insertion attacks. An attacker can either

resell/redistribute the IP core illegally to a make profit or can insert a Trojan logic at safe

places to introduce malfunctioning of an IP core.

SAT attack

SAT attack model is as follows:

Objective: Identify the correct key value of the locked netlist.

Requirements: (i) The locked netlist, (ii) an activated functional IC bought from the

open market.

Process: The process of launching SAT attack is as follows:

1. The SAT attack algorithm formulates a CNF of the circuit.

2. The SAT solver generates distinguishing input patterns (DIP).

3. Feed the DIP to the activated functional IC and observed the correct output.

4. This distinguishing input/output pair is used on the locked netlist to eliminate the

wrong keys.

5. Continue this process until no wrong key is found.

Removal attack

Removal attack model is as follows:

Objective: Remove all the key component from the locked netlist.
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Figure 7.3: ILB based functional obfuscation approach

Requirements: (i) Template of the ILBs.

Process: The process of launching SAT attack is as follows:

1. Based on the available template search the ILBs.

2. Remove the ILBs from the locked netlist.

3. Generate an unlocked circuit.

7.1.2 ILB-based functional obfuscation

This section explains the process of generating the locked netlist (shown in Fig. 7.1)

through function obfuscation. Authors in [25] presented a low-cost functional obfuscation

methodology for DSP core, which consists of two major phases, i.e. (i) designing function-

ally locked DSP core, (ii) exploring low-cost design configuration through the PSO-DSE

process (shown in Fig. 7.3). Both these phases perform iteratively until a globally optimal

design configuration is explored.

Based on this design configuration, a gate-level datapath structure (post-processing

through standard HLS framework) of the input CDFG application is generated, which is

then locked using ILB. This generates a functionally obfuscated design of the input DSP

93



Figure 7.4: Sample ILB structures

core. Then the total power and delay of the locked design are calculated to evaluate the de-

sign cost through a fitness function. Subsequently, particle positions are updated to explore

a new fitter particle, and the complete process is repeated until the termination condition

is met. Thus the final particle position after meeting the terminating condition is used to

generate a low-cost obfuscated design of a DSP core. Therefore, the final design architec-

ture not only optimizes the total power, delay and implementation cost but also minimizes

the total gate count of the complete locked netlist, which includes the total number of func-

tional units, registers/latches, muxes/demuxes, and ILBs.

Overview of ILBs

ILBs are key components inserted into a non-obfuscated design to generate a functionally

obfuscated design. Each ILB consist of 8-bit key value inserted into each bit of output

data. ILBs are designed using the different combination of AND, NAND, NOT, XOR and

XNOR gates. However, structures of ILB depend on the key values. Innumerable different

structures of ILBs with the same area can be possible. Each of these ILBs generates correct

output if a correct key value is provided. Different ILB structures are shown in Fig 7.4.

94



Features of ILBs

The ILBs are inserted in each output data bit of the gate structure of DSP IP core to gen-

erate a locked netlist. These ILB structures are designed mainly to avoid key-sensitization

attacks, IP piracy and Trojan attack. Therefore, multiple features are considered while

designing the ILBs to avoid any possible scenario of the aforementioned attacks.

Multi-pairwise security: In [25], all the ILBs have 8 key-bits and all are multi-pairwise

secure. In other words, to sensitize any key-bit of an ILB to the output, an attacker has to

know or control the correct value of other 7 key-bits. Therefore, to identify the correct

value of other 7 key-bits, an attacker has to apply brute-force attack.

Prohibiting key-gate isolation: In [25], different ILBs structures (shown in Fig. 7.4)

consists of 8 intertwined dependent on each other key-gates. This ensures no isolated key-

gate is present in the ILBs. Thus, prohibiting isolated key-gate from the locked netlist.

Protection against run of key-gates: In [25], the key-gates of ILBs are interlaced

among each other, therefore, replacing all key-gates (8 input key-gates) with one single

key-gate is highly difficult.

Non-mutable convergent key-gates: In [25], all the ILBs consist of 8 non-mutable

key-bits, therefore, to sensitize one key-bit to the output remaining 7 key-bits need to be

muted, which is a complicated process.

Example: generating a locked netlist through ILBs

A gate level structure of FIR benchmark, designed using 1 adder and 1 multiplier is func-

tionally obfuscated through ILBs. The complete gate structure of the functionally obfus-

cated design is shown in Fig. 7.5 . While inserting the ILBs, ILB1 (shown in Fig. 7.2(a))

is inserted for the first two output data bit of adder, then ILB2 (shown in Fig. 7.2(b)) is

inserted for the next two output data bit and so on until all the output data bit of adder and

multiplier are locked through ILBs. The ILB based functional obfuscation approach [25] is

vulnerable to removal and SAT attack discussed earlier. The proposed approach presents a

novel removal and SAT attack resilient block, which is integrated with [25] to enhance its

robustness. The threat model of the proposed approach is presented below.
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Figure 7.5: ILB based functionally obfuscated FIR benchmark
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Figure 7.6: Countermeasure of SAT-attack based on custom AES module

7.1.3 Threat model

The proposed approach aims to enhance the resiliency of ILB-based functional obfuscation

approach by mitigating SAT and removal attack. Thus, enhances the complexity of reverse

engineering of an IP netlist structure, for an attacker present anywhere in the design flow.

In this threat model, it is assumed that an adversary may present in an untrusted foundry.

7.2 Proposed Methodology

The proposed approach integrates a custom light-weight AES IP module with the ILB-

based locked netlist of a DSP IP core to thwart SAT and removal attack (shown in Fig.

7.6). To achieve this a custom lightweight AES module with a fixed secret key is designed,

which is not publicly available. This module encrypt a subset (K1,..Kx) of the key-bits and

generates encrypted key-bits (K1’,..Kx’). The encrypted key-bits along with the rest of the

key-bits (Kx+1,..Kr) and primary inputs are fed into the functionally obfuscated DSP IP

core. This section discusses the custom made lightweight AES module and how it is used

to thwart SAT and removal attack.

7.2.1 Designing a light-weight AES module

AES algorithm has three different variations of key sizes i.e., 128 bits or 192 bits or 256

bits. The input data size is 128 bits and the encrypted output data is also 128 bits. The

input data is called the plaintext and the encrypted output data is called ciphertext. The
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1 

Figure 7.7: Block diagram of the designed lightweight custom AES module

designed AES module has a key size of 128 bits. The core structure of the AES module

comprises of the following components: (i) byte substitution layer (ii) diffusion layer (iii)

key addition layer (iv) key generator. Fig. 7.7 shows the designed AES module, where,

A0 to A15 indicates 128 bit input data, B0 to B15 indicates 128 bit data after performing

substitution, C0 to C15 indicates data after performing diffusion, K0 to K15 indicates 128

bits secret key of round 0 and OUT0 to OUT15 indicates 128 bits output after 1st round.

Fig. 7.8 shows the design structure of the key generator, where, K10 to K115 indicates 128

bits key of round 1. This custom AES module is implemented using Altera Quartus 13.0

version in Cyclone II FPGA [14]. It is observed that it is comprising of 429 logic elements

only which is <1% of the available resources of that device.

7.2.2 Mitigating SAT attack

The SAT solver available in the literature [58] is not scalable for multiplier circuit. Because,

for a small size 3-bit multiplier, the equivalent CNF has 20 clauses which is difficult to solve

through an SAT solver. Generally, a DSP core comprises several large bit size multipliers
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Figure 7.8: Block diagram of the key generator of the AES module

as an integral part. Therefore, DSP IP core designs are SAT attack resistant by default.

However, the proposed approach provides a proactive countermeasure (assuming efficient

SAT attacks may be formulated for DSP cores in future). In the proposed approach the

subset of the key-bits are encrypted through the designed custom lightweight AES module

with a fixed secret key. Based on the encrypted key-bits, subset of ILBs are designed and

inserted in the obfuscated netlist. This prevents an attacker from determining the correct

key value as he/she do not have the key of AES block (shown in Fig. 7.6). This AES module

utilizes <1% of final design logic elements while implementing using Altera Quartus 13.0

version in Cyclone II FPGA [14] after integration with the obfuscated netlist of the 4-bit

FIR. The implemented gate structure of the custom AES module integrated obfuscated 4-

bit FIR in Altera Quartus is shown in Fig. 7.9. Post-synthesis result for FIR DSP core after

integrating the custom AES block is shown in Table 7.1. It is computationally infeasible

to determine the inputs of AES from its output when the key is unknown. To prevent SAT

attack, the following steps are performed:

1. Designer synthesizes an AES block with a fixed secret key.
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Table 7.1: Resource usage of AES module integrated FIR IP core

Resource type Total used Total available Used %

Logic elements 548 68416 <1%
Combinational function 548 68416 <1%
Dedicated logic registers 32 68416 <1%

2. Subsets of keys of functional obfuscation are encrypted through the AES block.

3. The outputs of the AES block (encrypted keys) are connected to few ILBs in the

locked netlist depending on the number of keys are encrypted through AES.

4. Based on the fixed secret key of the AES block and the input to AES, a designer can

identify the output of AES and configures the ILBs accordingly by re-organizing the

internal gate structure of ILB.

Therefore, the total area of ILB and the design cost remain almost similar. For example,

based on an encrypted output of key bits (first 8-bits viz. 11001101) through the AES

module, a reconfigured ILB can be designed as shown in Fig. 7.10. As it is a custom

AES block, therefore its structure is unknown to an outsider. Therefore, distinguishing

and removing AES block from the post-synthesized functionally locked gate design is not

feasible. However, it is important to note that more the number of key inputs of functional

obfuscation fed into the AES block, more is the number of available exhaustive options

for reconfigurable ILBs. Further, the attack time grows exponentially thus enhances the

difficulty for an attacker in determining the correct key value.

7.2.3 Mitigating removal attack attack

Removal of ILBs and AES from the locked netlist is difficult because:

1. The ILBs along with AES module inserted into the design for locking are re-synthesized.

This synthesis makes each component of the AES circuit along with the ILB-based

locked netlist indistinguishable, which is not feasible to remove by an attacker.

2. As the subset of ILB structures inserted in the netlist are reconfigured by the designer

based on the AES encrypted output corresponding to the secret key, therefore, no
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Figure 7.9: AES module integrated functionally locked FIR benchmark
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Figure 7.10: Example of a reconfigured ILB based on a sample encrypted output
(11001101.) from the AES circuit

fixed template of ILBs are available. The configuration of ILB depends on AES

output which in turn depends on the secret key and input of the AES, resulting in

several possible structures. Moreover, the number of possibilities also increases with

the number of key-inputs fed to ILBs through AES. Therefore, knowing the structures

of all the possible ILBs for an attacker is not practical in this scenario.

3. Since a custom lightweight AES architecture is designed and it is not publicly avail-

able thus, the components of AES structure after post-synthesis become indistin-

guishable from the locked netlist of DSP core.

7.3 Summary

The chapter presented a novel solution to the SAT attack and removal attack to enhance the

resiliency of functional obfuscation approach. Though SAT for DSP IP core is not feasi-

ble till now, however, the proposed approach provides a proactive countermeasure. This is

the first approach in the literature that provides resiliency against SAT and removal attack

during functional obfuscation for DSP IP cores used in consumer electronics designs. Sev-

eral novelties integrate the framework of the proposed approach: (a) a custom lightweight

AES module is proposed and designed in a standard CAD tool (b) the custom light-weight

AES module is integrated with a locked circuit of a standard DSP core to mitigate SAT and

removal attack.
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Chapter 8

Obfuscation to Secure Multimedia

Processor IP Core of CE Systems

Nowadays, most of the CE systems handle image compression and decompression pro-

cess either through general purpose processor or through a dedicated IP core. The reason

is, modern CE devices such as smartphone, tablets, scanner, laptop, smartwatch etc. use

high-quality camera lenses, recording and displaying components to capture and display

a digital image in high-resolution. Therefore, the image size increases, which becomes a

critical issue from data storing and transmission perspective. Reducing the size of an im-

age while storing and/or transferring it, is one of the popular and commercially successful

techniques to address this issue.

DCT-based JPEG image CODEC is one of the effectively used technique to perform

image compression and decompression. DCT segregates an image into multiple 8x8 blocks

based on the visual quality of the image and then convert each block to the frequency

domain from the spatial domain. It discards small high-frequency components; therefore,

it is a lossy image compression in nature. As JPEG CODEC is hugely data-intensive/ power

intensive computational process, therefore, many CE products use it as a dedicated IP core

in the SoC. Use of JPEG CODEC in the form of an IP core not only balances the trade-

off between hardware area and processing speed but also enhances the design productivity.

However, a successful RE attack on this JPEG CODEC may result into several threats like

IP piracy, IP infringement, malicious Trojan insertion etc. which necessitate its protection.
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Standard JPEG CODEC design process does not aim to secure it from RE attack. Suc-

cessful RE attack enables an adversary (in the foundry) to identify the functionality of the

design to counterfeit the netlist of the design and make several copies of it without the

knowledge of the IP vendor/owner. Further, if an adversary is able to identify the function-

ality of the design from its structure, he/she can make a malicious modification (i.e. insert

hardware Trojan) into the design and introduce malfunctioning not only in the JPEG IP

core but also the complete SoC design.

This chapter presents a novel low-cost, structurally obfuscated dedicated JPEG CODEC

IP core design the thwart RE attack. The proposed approach can enhance the reverse en-

gineering complexity for an adversary by obscuring the original structure of the JPEG

CODEC. Thus, thwarting the aforementioned threats. In other words, a JPEG CODEC is

considered secure, if its architecture is not obvious i.e. its functionality is not easily dis-

coverable by inspecting its structure. This is the first work for CE systems that provides

low-cost, secured JPEG CODEC IP core to thwart RE attack.

The chapter is organized as follows: Section 8.1 discusses the overview of the proposed

approach; Section 8.2 explains the proposed methodology; Section 8.3 explains the design

process of proposed obfuscated JPEG CODEC IP core; finally, the summary of this chapter

is present in Section 8.4. (NOTE: All the abbreviations and their corresponding full form

are listed in ‘Acronyms’ section.)

8.1 Overview of the Proposed Approach

This section discusses the threat model and problem formulation of the proposed work, an

overview of the proposed methodology for generation low-cost, obfuscated JPEG CODEC

IP core and its steps and the DSE framework used to obtain low-cost design solution.

8.1.1 Threat model and problem formulation

This section presents the threat model and the problem formulation of the proposed ap-

proach.
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Threat model

The proposed work obscures the structure of a standard JPEG CODEC through structural

obfuscation. It transforms the architecture in such a way that the functionality becomes

unknown to an adversary. Thus hinders to launch reverse engineer to discover the actual

functionality by an adversary.

Problem formulation

For a given non-obfuscated JPEG kernel, design a structurally obfuscated, low-cost IP core

to hinder RE attack. The design cost of the obfuscated JPEG IP core is evaluated through

two crucial orthogonal design parameters, i.e., hardware area and execution latency. It can

be expressed as follows:

Cf (Xi) = w1
AJPEG

T

AJPEG
max

+ w2
LJPEG
T

LJPEG
max

(8.1)

(NOTE: During experiment both w1 and w2 are kept 0.5 to provide equal preference to both

the design parameters.)

8.1.2 Proposed obfuscation and its steps

The proposed approach structurally obfuscates architecture of a JPEG CODEC IP core de-

sign to obscure it’s functionality from an adversary. The proposed approach obfuscates the

standard JPEG IP core design containing micro IPs as well as the overall macro IP through

THT. THT is a compiler driven optimization that is useful for obfuscating an original DSP

core design by transforming the height of the equivalent graph of the application. It divides

the critical path dependency into temporary sub-computations and evaluates in parallel,

thereby generating functionally equivalent yet structurally dissimilar graph elements. The

steps to generate proposed obfuscated JPEG CODEC IP core is as follows:

1. Represent the DCT-based JPEG process through a mathematical function

2. Perform expansion of the formulated mathematical function to represent as a mathe-

matical expression.
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3. Construct the DFG/CDFG corresponding to the mathematical expression.

4. Represent each sub-expression using micro IP and the whole expression as a macro

IP.

5. Apply THT based structural obfuscation on each micro IP as well as the macro IP of

the corresponding DFG/CDFG.

6. Explore the low-cost design configuration for the obfuscated DFG/CDFG.

7. Feed the low-cost obfuscated DFG/CDFG into an HLS engine.

8. Finally, obtain a low-cost structurally obfuscated JPEG CODEC IP core as output.

8.1.3 Proposed DSE framework for low-cost obfuscated JPEG CODEC

IP core

The proposed approach integrates the obfuscation methodology with a PSO driven DSE

optimization framework to obtain low-cost design solution.

PSO process

PSO is a population-based heuristic optimization that searches for an optimal solution it-

eratively. Each solution of the search-space is encoded as a particle and the fitness of each

particle is evaluated based on the fitness function. The velocity of each particle directs the

movement of the particle. The particles move through the search-space by following the

current global best gbest and its own best location lbest. After finding a better gbest or

lbest the ith particle updates its velocity and position thus move towards the best solutions.

More details are available in Chapter 6.

Benefits of PSO

1. Ability to escape local minima and converge on global optima in most case.

2. Ability to introduce stochasticity into the exploration process.
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3. Preserves exploration-exploitation balance during searching low-cost solution.

For obtaining low-cost obfuscated IP core, obfuscated JPEG DFG, module library, PSO

control parameters and PSO terminating criteria are provided as inputs to the PSO-DSE

block.

8.2 Proposed Methodology of Obfuscated JPEG CODEC

IP Core

This section discusses the overview of standard JPEG process, overview of the proposed

method for JPEG compression and decompression, the process of generating non-obfuscated

DFG of JPEG compression and finally explain the process of constructing JPEG CODEC

IP core.
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Figure 8.1: Generic overview of JPEG process
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8.2.1 Overview of JPEG process

The overview of the JPEG process is shown in Fig. 8.1. In grayscale JPEG image com-

pression/decompression process, a pre-processed NxN image is taken as input and convert

it into an NxN matrix. Each integer value of the matrix represents the pixel intensity of a

particular pair of co-ordinate (x,y) of the image. For 8-bit depth grayscale image, the max-

imum pixel intensity is 255 while the minimum is 0, where 0 indicates pure black and 255

indicates pure white. The leveling of the input matrix is performed by subtracting 128 from

each pixel value (as DCT can handle pixel value within the range of -128 to 127). In the

next step, the input matrix is subdivided into multiple non-overlapping 8x8 blocks because

2D-DCT can process an 8x8 block at a time. The generic 2D-DCT coefficient matrix T is

shown below:

T =



c4 c4 c4 c4 c4 c4 c4 c4

c1 c3 c5 c7 −c7 −c5 −c3 −c1
c2 c6 −c6 −c2 −c2 −c6 −c6 c2

c3 −c7 −c1 −c5 c5 c1 c7 −c3
c4 −c4 −c4 c4 c4 −c4 −c4 c4

c5 −c1 c7 c3 −c3 −c7 c1 −c5
c6 −c2 c2 −c6 −c6 c2 −c2 c6

c7 −c5 c3 −c1 c1 −c3 c5 −c7


As ‘T’ is an orthogonal matrix, therefore, the inverse of ‘T’ (i.e. T−1) is equal to transpose

of ‘T’ (i.e. T trans).

A generic pixel intensity of an 8x8 input image matrix ’M’ is shown below in the form

if mij , where ’i’ and ’j’ represent the row and column number respectively of the pixel
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intensity of the 8x8 input image block.

M =



m11 m12 m13 m14 m15 m16 m17 m18

m21 m22 m23 m24 m25 m26 m27 m28

m31 m32 m33 m34 m35 m36 m37 m38

m41 m42 m43 m44 m45 m46 m47 m48

m51 m52 m53 m54 m55 m56 m57 m58

m61 m62 m63 m64 m65 m66 m67 m68

m71 m72 m73 m74 m75 m76 m77 m78

m81 m82 m83 m84 m85 m86 m87 m88


The DCT on the ‘M’ block can be performed through following matrix multiplications:

X = D ∗ T trans (8.2)

where, ‘D’ is calculated as follows:

D = T ∗M (8.3)

The ‘D’ matrix (d11, d12, ..d88) transforms the rows of the ‘M’ block. Further, ‘X’ ma-

trix (X11, X12, ...X88) transforms the columns of the ‘D’ matrix. Thus, transforms both

rows and columns of the ‘M’ block. Therefore, ‘X’ is the DCT block of ‘M’ block. Each

transformed pixel value is divided with the corresponding element of the standard quantiza-

tion matrix fed as input to generate quantized pixel intensity. Zigzag scanning is performed

on this output data to convert it into a 1-dimension array and then run-length encoding is

applied to generate the bitstream data of the compressed image for finally storing it in a

storage device.

To decompress the image pixel intensities from the stored data, the stored bit stream

representing compressed pixel data is first decoded through run-length decoding and then

through inverse zigzag scanning, its equivalent 2D image pixel intensity matrix is recon-

structed. To perform JPEG image decompression, inverse quantization is applied on the
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Figure 8.2: Obfuscated JPEG compression IP core

compressed image pixel block by multiplying each element of the block with the corre-

sponding element of the quantization matrix (Q) to obtain de-quantized image pixel in-

tensities. Next inverse DCT is applied on the de-quantized compressed image block for

decompression. Similar to applying DCT on the input block in the JPEG compression pro-

cess, inverse DCT is applied on the decompressed block (X”). The IDCT on the X” block

can be performed through following matrix multiplications:

O = E ∗ T (8.4)

where, ‘O’ is calculated as follows:

E = T trans ∗X ′′ (8.5)

The ‘E’ matrix (e11, e12, ..e88) transforms the rows of the X” block. Further, ‘O’ matrix

(o11, o12, ...o88) transforms the columns of the ‘E’ matrix. Thus, transforms both rows and

columns of the X” block. Therefore, ‘O’ is the IDCT block of X” block. After applying

IDCT on the decompressed block, each element is rounded to the nearest integer and de-

levelized by adding 128.
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8.2.2 Overview of proposed methodology for compression

Using the proposed obfuscation steps discuss in section 8.1.2 and DSE engine process

discuss in section 8.1.3, a low-cost, obfuscated JPEG compression IP core is designed.

The design process includes multiple steps (as shown in Fig. 8.2). Initially, an unsecured

(non-obfuscated) JPEG-DCT application in the form of a DFG is accepted as an input.

Thereafter, resiliency against RE attack is provided in the form of structural obfuscation.

This obfuscated DFG is processed through an optimization framework to obtain a low-cost

hardware configuration (detail explained earlier). Thus, this low-cost hardware configu-

ration is used to design an obfuscated dedicated hardware for JPEG compression IP core.

The proposed obfuscated JPEG compression IP core uses levelized pixel intensity as input

to generate the compressed image pixel intensity as output. Finally, to generate the com-

pressed pixel intensities through the proposed IP core, 2D-DCT coefficients and standard

quantization matrix are also fed as inputs.

8.2.3 Generating non-obfuscated DFG of JPEG compression

As mentioned in Section 8.2.1 Eqn. 8.2 and Eqn. 8.3 represent the function of applying

2D-DCT on the input image block M. To convert relationship into a hardware function

for dedicated IP core design, this function is expanded and modeled as a mathematical

expression to design an equivalent DFG. Further, this DFG is feed to an HLS engine to

obtain a JPEG compression IP core. Based on Eqn. 8.2, the corresponding mathematical

expression for the first pixel (X11) of the transformed block is modeled as:

X11 = (c4 ∗ d11 + c4 ∗ d12 + c4 ∗ d13 + c4 ∗ d14 + c4 ∗ d15 + c4 ∗ d16 + c4 ∗ d17 + c4 ∗ d18)

(8.6)

where, in Eqn. 8.6, d11, d12, ..d18 are modeled as:

d11 = (c4∗m11+c4∗m21+c4∗m31+c4∗m41+c4∗m51+c4∗m61+c4∗m71+c4∗m81)

(8.7)
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d12 = (c4∗m12+c4∗m22+c4∗m32+c4∗m42+c4∗m52+c4∗m62+c4∗m72+c4∗m82)

(8.8)

Similarly,

d18 = (c4∗m18+c4∗m28+c4∗m38+c4∗m48+c4∗m58+c4∗m68+c4∗m78+c4∗m88)

(8.9)

Similarly, other pixels of the block (M) are transformed where the input pixels remain the

same but the 2D-DCT coefficients become different. Thus the structure of the equation

remains the same, however, only the inputs will be different while computing different

transformed image pixel intensities.

An equivalent DFG corresponding to Eqn. 8.6 denoting an unsecured (non-obfuscated)

JPEG image compression is shown in Fig. 8.3. The complete DFG computes the X11

is termed as macro IP, where, each dij (represented through Eqn. 8.7-Eqn. 8.9) is com-

puted through a sub-DFG termed as micro IP. Each of the macro IP is designed using eight

structurally equivalent micro IPs. The non-obfuscated macro IP with one zoom in micro

IP is also shown in Fig. 8.3. Each micro IP operation, addition operation and multipli-
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cation operation are indicated by purple, blue and orange node respectively. As shown in

Fig. 8.3 the output of operation 135 generates the pixel intensity of the transformed image

(X). In this DFG, the output of node number 135 is multiplied with the inverse value of

corresponding number (i.e. instead of division, multiplication is performed with the in-

verse of the number) of the quantization matrix (Q). This is achieved through operation

136 performing the quantization on the transformed image pixel intensities (X) based on

the corresponding element ’q’ of the quantization matrix. This produces the final output as

quantized/compressed image pixel intensities (X’). This q value is feed as another input of

the DFG based on the quality level of the compressed image.

8.2.4 Constructing obfuscated JPEG compression IP core

This sub-section, describe the process of constructing obfuscated JPEG compression DFG

from the non-obfuscated DFG generated in the last sub-section. In the proposed approach,

the complete JPEG compression DFG is structurally obfuscated through THT-based high-

level transformation technique.

THT is a compiler-driven optimization technique which parallelizes the dependent crit-

ical path operations by dividing it into temporary sub-computations. However, this tech-
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nique has not been used to generate a structurally obfuscated DFG for JPEG. The complete

transformed structure of macro IP with one zoom in micro IP is shown in Fig. 8.4. As

shown in the figure, due to this transformation, each micro IP, as well as the macro IP,

is changed structurally. For example, in micro IP1 total 12 nodes out of 16 nodes are

structurally changed. They are node number 3, 4, 5, 6, 7, 8, 10, 11, 12, 13, 14 and 15.

Therefore, in the eight micro IPs, 96 nodes are affected, additionally, node no. 130, 131,

132, 133,134 and 135 are also modified. So total, 102 nodes of the complete micro IP is

modified. For these aforesaid nodes, either the input/ output connectivity to the resources

changes or the number of resources per control step changes, which resulting into different

datapath architecture and controller logic once processed through HLS [53].

8.2.5 Overview of proposed methodology for decompression

The proposed low-cost, obfuscated JPEG decompression IP core is designed through mul-

tiple steps (as shown in Fig. 8.5). Similar to the proposed obfuscated JPEG compression IP

core design process, the proposed low cost obfuscated JPEG decompression IP core design

process also accepts an unsecured (non-obfuscated) JPEG decompression DFG as input.

Similarly, as performed in compression of JPEG IP core, resiliency against RE in the form
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of structural obfuscation is provided to the unsecured DFG to obtain an obfuscated de-

compression DFG. This obfuscated DFG is processed through an optimization framework

to obtain a low-cost hardware configuration (discussed in Sec 8.1.3). Thus, this low-cost

hardware configuration is used to design an obfuscated dedicated hardware for JPEG de-

compression IP core. Finally, for generating the decompressed pixel intensities through the

proposed IP core, 2D-DCT coefficients and standard quantization matrix are fed as inputs.

The detailed is available in the next sub-section.

8.2.6 Constructing obfuscated JPEG decompression IP core

The compressed block X’ is decompressed through inverse quantization. In this process,

each element of X’ is multiplied with the corresponding element of the quantization matrix

of the same quality level, to obtain decompressed block X”. As mentioned in Section 8.2.1

Eqn. 8.4 and Eqn. 8.5 represent the function of applying 2D-IDCT on the decompressed

block X”. To convert relationship into a hardware function for dedicated IP core design, this

function is expanded and modeled as a mathematical expression to design an equivalent

DFG. Further, this DFG is feed to an HLS engine to obtain a JPEG compression IP core.

Based on Eqn. 8.4, the corresponding mathematical expression for the first pixel (o11) of

the inversely transformed block is modeled as:

o11 = (c4 ∗ e11 + c1 ∗ e12 + c2 ∗ e13 + c3 ∗ e14 + c4 ∗ e15 + c5 ∗ e16 + c6 ∗ e17 + c7 ∗ e18)

(8.10)

where, in Eqn. 8.10, e11, e12, ..e18 are modeled as:

e11 = (c4∗X ′′11+c4∗X ′′21+c4∗X ′′31+c4∗X ′′41+c4∗X ′′51+c4∗X ′′61+c4∗X ′′71+c4∗X ′′81)

(8.11)

e12 = (c4∗X ′′12+c4∗X ′′22+c4∗X ′′32+c4∗X ′′42+c4∗X ′′52+c4∗X ′′62+c4∗X ′′72+c4∗X ′′82)

(8.12)
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Similarly,

e18 = (c4∗X ′′18+c4∗X ′′28+c4∗X ′′38+c4∗X ′′48+c4∗X ′′58+c4∗X ′′68+c4∗X ′′78+c4∗X ′′88)

(8.13)

Similarly, other pixels of the de-quantized image block (X”) are transformed through in-

verse DCT matrix where the input pixels remain same but the 2D-IDCT coefficients be-

come different. It is to be noted that the structure and pattern of forward DCT 8.6 and

inverse DCT 8.10 are same, but only the inputs are different during the computation of

decompressed image pixel intensity.

An equivalent DFG corresponding to Eqn. 8.10 denoting an unsecured (non-obfuscated)

JPEG image decompression can be obtained. As performed for JPEG compression DFG,

obfuscation through THT can be performed on the non-obfuscated JPEG decompression

DFG. Each micro IPs, as well as the complete macro IP, is structurally obfuscated through

THT. Similar to JPEG image compression DFG, an obfuscated JPEG decompression macro

IP is designed using eight structurally equivalent micro IPs, where each micro IP executes

a part of Eqn. 8.10. Thus it can be concluded that the DFG of JPEG DCT and IDCT are

almost same except few things, such as: (a) in case of compression it is assumed that each

element of the compressed block is multiplied with the corresponding element (q) of the

quantization matrix, to perform quantization (through node number 136), whereas, quanti-

zation through node number 136 is not required in DFG of JPEG IDCT, (b) the last node

(node 136) can be used to perform de-levelization by adding 128 to the pixel intensity of the

decompressed block. Thus the total number of nodes in the DFG for both JPEG compres-

sion and decompression remains the same. Therefore, THT-based structurally obfuscated

DFG can be similarly generated for the JPEG decompression also.

8.3 Proposed Design of JPEG CODEC IP Core

This section, explains the design implementation of the proposed JPEG CODEC IP core

and demonstrate the process with a grayscale image using the generated IP core.

116



m88 . . . . . . . 
 

m11 

m12 

Block 1 

m88 . . . . . . . 
 

m11 

m12 

Block N2/64 

……………………... 

Input hardware queue 
m88 . . . . . . . 

 
m11 

m12 

Block 2 

m88 . . . . . . . 
 

m11 

m12 

Block 3 

Processed input 

image pixel intensity 

Transformation using 
2D-DCT co-eff matrix 

Division with standard 
quantization matrix 

c7    . . . . . 
 

c1 

-c1 

2D-DCT co-eff 

matrix queue 

-c7 

64 . . . . . . . . 
 

1 

2 

8x8 standard 

quantization matrix 

queue 

JPEG compression IP core 

Zigzag scanning of 
transformed matrix  

Run-length encoding storage 

Store compressed 

image data 

2D to 1D 

conversion 

transformed image 

pixel intensities (X) 

quantized image 

pixel intensities (X’) Hardware 

Software 

Figure 8.6: Proposed hardware and software design flow using JPEG compression IP

8.3.1 Designing of obfuscated JPEG compression IP core

The complete design flow of the JPEG compression process using devised low-cost ob-

fuscated JPEG compression IP core is shown in Fig. 8.6. In this complete design flow,

partial steps are performed through hardware and remaining are performed through soft-

ware. More specifically, 2D-DCT transformation and quantization steps are performed

through devised JPEG compression IP core and leveling of input image pixel intensity and

data encoding is performed through software. The IP core used is capable to accept an

8x8 block of a processed gray-scale image pixel intensity stored in a hardware queue along

with 2D-DCT coefficients and standard quantization matrix. It performs the transformation

using the 2D-DCT coefficient, quantizes and round off the transformed result and finally

generates the pixel intensities of the compressed image data (X). The JPEG compression IP

core is designed using HLS framework, where the obfuscated DFG (shown in Fig. 8.4) is

scheduled (using list scheduling) based on a low-cost resource configuration i.e., 3 adders

(Adder A1, Adder A2 and Adder A3) and 3 multipliers (Multiplier M1, Multiplier M2

and Multiplier M3) explored through PSO-DSE approach. After scheduling, resource al-

location and binding of resources are performed. Table 8.1 reports all the 136 operations,

their control step and corresponding assigned hardware.
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Table 8.1: Scheduling and binding of operations for low-cost obfuscated JPEG compres-
sion IP core

CS
Opn.No.
assigned

to M1

Opn.No.
assigned

to M2

Opn.No.
assigned

to M3

Opn.No.
assigned

to A1

Opn.No.
assigned

to A2

Opn.No.
assigned

to A3

1 1 2 3 - - -
2 4 5 6 9 - -
3 7 8 17 10 11 -
4 18 19 20 12 13 -
5 21 22 23 25 26 14
6 24 33 34 27 29 15
7 35 36 37 28 41 -
8 38 39 40 42 30 -
9 49 50 51 43 44 45
10 52 53 54 57 46 31
11 55 56 65 58 59 47
12 66 67 68 60 61 -
13 69 70 71 73 74 62
14 72 81 82 75 77 63
15 83 84 85 76 89 -
16 86 87 88 90 78 -
17 97 98 99 91 92 93
18 100 101 102 105 94 79
19 103 104 113 106 107 95
20 114 115 116 108 109 -
21 117 118 119 121 122 110
22 120 16 32 123 125 111
23 48 64 80 124 129 -
24 96 112 - 126 130 -
25 - - - 127 131 133
26 - - 128 - - -
27 - - - 132 - -
28 - - - - 134 -
29 - - - - - 135
30 - - 136 - - -

It can be observed from the table, total 30 control steps are required to schedule all the

operations. Both adders and multipliers are designed in IEEE 754 half precision floating-

point format. Therefore, all the operators have bit-width of 16 bits. The implemented JPEG

compression IP core consists of two units: data-path unit and controller unit. The data-path

unit represents the required number of resources and their interconnections while the con-
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troller unit synchronizes those resources by changing their signals (e.g. enables, selectors,

strobes etc.). In other words, controller unit is responsible for controlling the data flow

through the data-path by activating and deactivating different components of data-path in

different clock cycle, thus synchronizing each component to generate an error-free output.

The generic block diagram representation of data-path unit of low-cost obfuscated JPEG

IP is shown in Fig. 8.7. As shown in this figure, the data-path is consist of 3 adders and

multipliers, 10 multiplexers of type 32:1, 2 multiplexers of type 16:1, 5 demultiplexers of

type 1:32, 1 demultiplexer of type 1:16, 40 registers and 18 latches. The primary inputs are

represented through A1,..A8,.. Q1,..Q8 and the dependent inputs are represented through

i1, i2,.. i135, while i136 represents the output. Both the data-path unit and control unit of

the proposed low-cost obfuscated JPEG CODEC is implemented using Quartus CAD tool

in Intel Cyclone II FPGA.

8.3.2 Designing of obfuscated JPEG decompression IP core

The complete design flow of JPEG decompression process using devised low-cost obfus-

cated JPEG decompression IP core is shown in Fig. 8.8. Similar to the JPEG compres-

sion design flow, few steps are performed through software and rest is performed through

hardware. More specifically, data decoding and zigzag scanning are performed through

software and inverse quantization, 2D-IDCT transformation and leveling of output image

pixel intensity are performed through devised JPEG decompression IP. Finally, each 8x8

block with leveled off decompressed pixel intensity is stored in an output hardware queue.

Similar to JPEG compression, same resource configuration is used while performing

scheduling for JPEG decompression IP core. Total 3 adders and 3 multipliers of size 16-bits

are used to implement the design. Additionally, 10 multiplexers of type 32:1, 2 multiplexers

of type 16:1, 5 demultiplexers of type 1:32, 1 demultiplexer of type 1:16, 40 registers and

18 latches are used for the data-path unit. Both data-path unit and control unit of JPEG

decompression IP core is implemented using Quartus CAD tool in Intel Cyclone II FPGA.
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Figure 8.7: Block diagram representation of data-path unit of proposed low-cost obfuscated
JPEG CODEC IP core
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Figure 8.8: Proposed hardware and software design flow using JPEG decompression IP
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Figure 8.9: Depiction of end to end process of JPEG image compression and decompres-
sion through the proposed JPEG hardware

8.3.3 End to End demonstration of JPEG CODEC through the de-

signed IP core

For demonstration, a two-dimensional 512x512 grayscale image shown in Fig. 8.9 (a)

is taken as the input in the form of a matrix. This input matrix is then sub-divided into
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multiple non-overlapping 8x8 blocks. Fig. 8.9 (b) represents the nth 8x8 block of the input

image which is compressed through the proposed compression IP core (shown in Fig. 8.9

(c)). The output of the proposed JPEG compression IP core produces DCT quantized image

pixel intensity values. The DCT quantization image of the corresponding input image is

shown in Fig. 8.9 (d), where quantization is performed based on quantization matrix Q90.

To reconstruct the de-quantized image, the DCT quantized image (after multiplying with

Q90 quantization matrix) as shown in Fig. 8.9 (d) is again sub-divided into multiple non-

overlapping 8x8 blocks (shown in Fig. 8.9 (e)). Each block of the de-quantized image is

then decompressed through the proposed JPEG decompression IP core, as shown in Fig.

8.9 (f) to generate 8x8 output blocks. Fig. 8.9 (g) represents the nth 8x8 block of the

output image. After combing all 8x8 output blocks of the decompressed image, the output

reconstructed image of size 512x512 is generated, as shown in Fig. 8.9 (h).

8.4 Summary

This chapter presented a novel solution to secure one of the most popularly used image

CODEC IP core through obfuscation. The work presented a low-cost structurally ob-

fuscated JPEG CODEC as a dedicated IP core to thwart RE attack. To obfuscate the

standard JPEG CODEC architecture, THT technique is used. It transforms the standard

JPEG CODEC architecture to a non-obvious one. Thus, obscure the original functionality.

Further, a low-cost hardware configuration is explored through a PSO-DSE engine. The

complete IP core is synthesized and simulated through Intel Quartus Cyclone II FPGA.

This is the first approach in the literature that provides low-cost, structurally obfuscated

JPEG CODEC to enhance the complexity of RE attack. Several novelties integrate the

framework of the proposed approach: (a) THT technique is used to generate an obfuscated

JPEG CODEC during HLS, (b) explores a low-cost obfuscated design through the PSO-

DSE framework, (c) The proposed obfuscation achieves 76% PoO compared to a standard

non-obfuscated JPEG CODEC design.
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Chapter 9

Hardware Trojan Secured IP Core for

CE Systems

Hardware Trojans are malicious logic or hardware components implanted by a rogue en-

tity to induce malfunctioning of ICs. A hardware Trojan affected DSP IP core used in the

SoC of a CE system can create malfunctioning of the whole system. High-level synthesis

is the only solution to handle complex design algorithm of DSP IP cores. In high-level

synthesis, design library may comprise of third-party IP cores as modules. The reason is to

increase the design productivity. However, there are serious security concerns for design in-

tegrators due to the involvement of third-party IP vendors owing to globalization involved.

These third-party IP vendors are untrustworthy, therefore the possibility of inserting Trojan

logic in the IP cores is extremely high. This may result into erroneous computation of a

digital design. Normally, these types of Trojans are inactive until triggered and can be acti-

vated either through external activation (such as antennas or sensors) or internal activation

(such as internal states of finite state machine or counters), resulting in malfunctioning.

The typical design cycle involving 3PIP vendors, in-house system design and the foundry

is shown in Fig. 9.1 . Here, the in-house system design and the foundry is considered as

trustworthy and the 3PIP vendors as untrustworthy.

Therefore, to have a Trojan secured design of a DSP IP core, it should be ensured that

any possible infection of 3PIP is detectable through HLS framework. Thus, a paradigm

shift in CE systems is needed to incorporate trust/security objective besides power, area,
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Figure 9.1: Design cycle of a SoC involving 3PIP core

energy etc. The designs generated should be equipped with low-cost detection capability to

handle hardware Trojan that targets alteration of computational value. Typically, the hard-

ware design with Trojan detection (security) capability generated through HLS method-

ology contains additional RTL blocks as detection logic resulting from imposed security

constraints. Trojan security constraints in the form of dual modular redundancy include

duplication of functional modules which incur additional RTL logic, resulting in both de-

lay and area overhead. As providing Trojan detection capability to HLS designs will in

most cases require additional digital circuitry hence exploring a low-cost solution is crucial

besides providing Trojan security.

This chapter presents, a novel low-cost, Trojan security aware design methodology to

handle single and nested loop DSP kernels while satisfying the user constraints. In the pro-

posed approach, simultaneous exploration of low-cost Trojan security aware DMR sched-

ule, optimal loop unrolling factor and vendor allocation is performed for a DSP application

that abides by the user provided area-delay constraints. Additionally, this approach handles

single and nested loop based DSP cores. The particle encoding scheme during PSO-DSE

process comprises of candidate schedule resources, candidate loop unrolling factor and can-

didate vendor allocation information. Further, the proposed approach achieves an average

reduction in the final cost of 12% compared to recent approach.

The chapter is organized as follows: Section 9.1 discusses the threat model and explain
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with an example; Section 9.2 discusses the problem formulation and evaluations mod-

els; Section 9.3 explains the proposed methodology; Section 9.4 explains the PSO-DSE

methodology to obtain low-cost Trojan secured design; finally, the summary of this chap-

ter is presented in Section 9.5. (NOTE: All the abbreviations and taxonomy are listed in

‘Acronyms’ and ‘Nomenclature’ section respectively.)

9.1 Threat Model and An Example

Normally, a Trojan in a circuit is in the inactive state as its trigger is not enabled, which

indicates there is no payload effect. A Trojan gets triggered under certain rare specific

criteria or events and then its payload introduces malfunctioning in the circuit. Trojan

triggering process can be classified into three categories [66]: 1) rare value triggered, 2)

time triggered and 3) both time and value triggered. Payload effect on a triggered Trojan

depends on the application [64]. It may disable the system or leak vital information or

change the output value of the circuit.

9.1.1 Threat model

There are various classes of hardware Trojan available for different circuits. However, in

the context of DSP applications, Trojans that affects the functional output is most vulnera-

ble. Therefore, the class of Trojan that only changes the computation output value of an IP

core is addressed here.

These type of Trojan affected IP blocks or modules may be available in the library of an

HLS tool. Insertion of Trojan into the IP block/module is possible through an untrustwor-

thy 3PIP vendor from where the design team of the HLS tool imports the IP block/module.

Therefore, in this threat model, it is considered that only the third-party IP vendor as un-

trustworthy whereas, the in-house design integrator team and foundry as trustworthy in the

SoC design cycle (shown in Fig. 9.1).
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Figure 9.2: A Trojan infected BCD adder; Note: it will be triggered when ’En’=0

9.1.2 Example of a Trojan infected 3PIP module

This section discusses the aforementioned Trojan with an example. Let us assume there

is a BCD adder IP available in the module library of an HLS tool as a black box (shown

in Fig. 9.2). It has three inputs: (a) Enable (‘En’), which switches on/off the execution

of the adder (b) first primary input ‘A’ of bit width 4 (A3A2A1A0) (c) second primary

input ‘B’ of bit width 4 (B3B2B1B0) and one output ‘O’ of bit width 4 (O3O2O1O0).

During functional/simulation verification and test the ‘En’ signal is on (‘En’ = 1) to start

the execution of the BCD adder IP i.e. the upper mux passes ‘1’ and lower mux passes ‘0’

to finally form bits ‘0110’ (decimal of ‘6’). This value is added to correct any invalid BCD

summation produced and yield a result between valid decimal values 0-9. After finishing

the verification process the ‘En’ signal is off (‘En’ = 0) to stop the execution of the BCD

adder IP. However, the Trojan is implanted in the BCD adder (shown in Fig. 9.2) in such a

way that, whenever the ‘En’ signal remains ‘off’, it actually continues to work maliciously

(due to Trojan logic activation) thereby producing the wrong output of a DSP IP core.
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9.1.3 Why detection of such Trojan is difficult?

Detection of aforementioned Hardware Trojan is difficult during verification/tests because

of the following reasons:

• A Trojan logic infected 3PIP produces functionally correct output in normal condi-

tion i.e. until the Trojan logic is triggered.

• Trojan logic is triggered under very rare and specific time/condition (discussed ear-

lier), therefore identifying such condition or event is difficult during functional veri-

fication.

• Generally, during functional verification, only the functionality of the entire SoC is

verified, not each and every IP/module used (imported) in the system (after system

integration) is checked.

• Normally the Trojan logic is set in an IP in such a way that it remains dormant during

functional verification and triggered when the complete SoC is deployed in the real-

time situation.

• As there is no trustworthy golden IP (i.e. guarantee of 100% Trojan free IP) model

available, the evasion of hardware Trojan in a 3PIP during HLS design for DSP core

could be feasible.

• Physical inspection and reverse engineering which is a very costly and complex pro-

cedure in nature do not guarantee to detect such Trojan.

9.2 Formulation and Evaluation Models

This section presents the problem formulation and evaluation models of the proposed ap-

proach.
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9.2.1 Problem formulation

To generate a low-cost, Trojan secured DMR schedule for a DSP application (given in the

form of a C-code or control data flow graph (CDFG)) within the user-specified constraints,

which accepts module library and PSO control parameters, as inputs can be formulated as

follows:

Minimize: Trojan secured design cost (ADMR
T , LDMR

T ) using optimal design solution

(Xi).

Subject to: ADMR
T ≤ Acons and LDMR

T ≤ Lcons.

Based on the type of the DSP application, the design solution (Xi) can be represented

in three different ways:

(Xi) = {N(R1), N(R2), ..., N(RD), Av}, (for non-loop DFG)

(Xi) = {N(R1), N(R2), ..., N(RD), U, Av}, (for single loop CDFG)

(Xi) = {N(R1), N(R2), ..., N(RD), U1, U2, ..Un, Av}, (for n-times nested loop CDFG)

9.2.2 Evaluation models

In the proposed approach the Trojan secured design cost is evaluated based on the area

and latency of the design where each design solution comprises of hardware resource con-

figuration, loop unrolling factor and vendor allocation mode. This section discusses the

evaluation models of total design area, execution latency and design cost.

Area model

Total area consumed (ADMR
T ) by a resource set is evaluated as:

ADMR
T =

2∑
j=1

m∑
i=1

(
A
(
R

Vj

i

)
×N

(
R

Vj

i

))
, (9.1)

It is assumed there are 3PIP cores of minimum 2 distinct vendors that are available in

the module library to achieve distinctness. The resource type Ri comprises of functional

resources (such as adder, multiplier etc.), internal storage elements (latch, register), in-

terconnecting units (multiplexer and demultiplexer), and comparator (for error detection).
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The total design area is assessed with respect to 90 nm CMOS-based technology node.

Latency model

The execution latency is evaluated after derivation of the delay model using the following

two cases:

Single loop CDFG: When the input DSP application have a single loop the total no. of

CSs is derived as:

CDMR
T =

(
CDMR

body ∗
[
I

U

]floor )
︸ ︷︷ ︸

CSs for unrolled loop

+
(

(ImodU) ∗ CDMR
first

)
︸ ︷︷ ︸

CSs for sequential loop

(9.2)

Hence the execution latency is calculated as:

LDMR
T = ∆ ∗ CDMR

T (9.3)

where, ‘∆’ is the latency of one CS in nanoseconds. The total execution latency is assessed

with respect to 90 nm CMOS-based technology node.

DFG and Nested Loop CDFG: When the input DSP application either have no loop

or have nested loop the total no. of CSs is derived as:

LDMR
T =

CS=max∑
CS=1

Max
(
D
(
R

Vj

i

)
, ..D

(
R

Vj

k

)
, ..D

(
R

,Vj

i

)
, ..D

(
R

,Vj

k

))CS

(9.4)

where, 1 ≤ i ≤ k, resources in original unit and duplicate unit is labeled as Ri and R′i

respectively and Vj indicates vendor type of the resources.

Fitness model

The fitness function (considering execution time and area consumption of a solution) is

formulated as:

Cf (Xi) = W1

(
ADMR

T −Acons

ADMR
max

)
+W2

(
LDMR
T −Lcons

LDMR
max

)
. (9.5)
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W1 andW2 are the user defined weights both kept at 0.5 during exploration to provide equal

preference. The equation above yield a normalized value of cost (between 0 and 1). Since

the objective of the proposed exploration approach is to satisfy the user constraints as well

as minimize the hybrid cost, hence a higher negative value indicates a more desirable/fitter

solution.

9.3 Proposed Methodology for Trojan Security Aware DSP

IP Core

The proposed Trojan security methodology uses PSO driven DSE process for generating

an optimal Trojan secured schedule based on area-delay constraint (shown in Fig. 9.3). A

Trojan secured schedule is obtained as follows: a) duplicate all the operations of original

CDFG to form a duplicate one, which together is called ‘dual modular redundant system’ b)

Perform scheduling of operations of DMR system to obtained scheduled DMR c) Finally,

perform hardware allocation of operations of DMR schedule based on proposed Trojan

security allocation rules (i.e. assigning hardware from distinct/multiple vendors to similar

operations of original and duplicate unit).
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Nested loop 

DSP 

application 
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Figure 9.3: Overview of proposed low-cost Trojan secured design

130



Input –value of ‘I’(Total no. of loop iteration)
Output –screened set of unrolling factor (U)
1. Begin

// Screening of U//
2. int k = 0
3. For U=2 to I Do
3.1 IF ((I mod U < (U/2) ) && (U <= I/2)) Then

//Add Uinto the accepted U list//
3.2 Accepted U [k] = U
3.3 k++
3.4 End IF
3.5 End For
4. End

Figure 9.4: Algorithm for preprocessing of unrolling factors

9.3.1 Particle encoding

The proposed methodology presents a novel encoding scheme for the particle which com-

prises of resource configuration ( ~Rn), unrolling factor (U ) for single loop applications,

iteration counts (U1, U2) for nested loop applications and vendor allocation procedure type

(Av). Therefore, a particle position (candidate design solution) is labeled as Xi for:

Xi = ( ~Rn, U, Av) (for single loop CDFG);

Xi = ( ~Rn, U1, U2, ..Un, Av) (for nested loop CDFG).

9.3.2 Preprocessing of unrolling factor candidates

Preprocessing (screening) of unrolling factor candidates that do not form part of an opti-

mal solution during exploration is extremely crucial. Some unrolling factors such as the

ones which yield large trailer loops are potential sources for greater delay due to multiple

sequential loops involved. Further, it is established in [55], that performance is not a mono-

tonically increasing function of unrolling factor value, i.e., for large unrolling factor values;

therefore, the performance improvement is found marginal. The corresponding algorithm

is shown in Fig. 9.4.

9.3.3 Designing DMR schedule

This section describes how to generate DMR schedule of an DSP application available in

the form of a ‘C-code’ or transfer function.

131



for(i=0; i<M; i=(i+2)) // M = order of FIR filter 

{  

 y(n)+=hi*x(n-i); 

 y(n)+=hi+1*x(n-(i+1)); 
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Figure 9.5: Corresponding to the FIR application: (a) the C-code for unrolling factor 2 ,
(b) equivalent CDFG for unrolling factor 2

A FIR application is used to demonstrate the Trojan secured design process. The

generic equation of FIR filter can be expressed as follows:

y(n) =
M∑
i=0

hi ∗ x(n− i), (9.6)

where M is the filter order of FIR, hi is the FIR coefficient, x(n) is input impulse and y(n)

is output impulse. Using the above equation, the FIR filter for unrolling factor can be

represented as,

y(n) = h0 ∗ x(n) + h1 ∗ x(n− 1) (9.7)

The corresponding C-code of FIR application is shown in Fig. 9.5(a). For unrolling

factor 2, the corresponding CDFG of FIR is shown in Fig. 9.5(b).The blue node indicates

multiplier, the green node indicates adder and the orange node indicates comparator. The

next step is to construct the DMR of the application. In order to obtain DMR CDFG,

complete duplication of all the unrolled operations is performed. The unrolling factor is

obtained from the candidate design solution Xi. For example, the DMR of FIR filter for

unrolling factor 2 is shown in Fig. 9.6, where UOG indicates operations of the original unit

and UDP indicates operations of the duplicate unit.
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Figure 9.6: DMR CDFG of FIR benchmark for unrolling factor 2

After obtaining the DMR CDFG, the next step is to schedule all the operations of the

original and duplication unit simultaneously based on resource configuration. The resource

configuration is obtained from the candidate design solutionXi. Once the scheduling of the

DMR is performed the next step is to employ allocating 3PIP cores imported from different

vendors. In this context, four distinct vendor allocation rules are proposed.

9.3.4 Distinct vendor allocation rules

In order to detect Trojans a minimum of two vendors is always needed to provide dis-

tinctness. However, technique of usage of the two vendors during allocation inside the

DMR scheduling (i.e. assignment process of each vendor IPs inside the system during

allocation) dictates the final latency and area of the entire system. This is because same

resource type/IP from two different vendors have different area and delay. Further, it is as-

sumed that the IP characteristics from vendors (V1 and V2) are as follows: Multiplier and

adder provided by vendor V1 has area=‘2468au’ & ‘2034au’, latency=‘10000 ns’ & ‘265

ns’; assuming 1 au = 1 transistor) while multiplier and adder provided by vendor V2 has

area=‘2464au’ & ‘2032au’, latency=‘11000 ns’ & ‘270 ns’ respectively. The values of area

and delay of modules assumed is with respect to 90 nm technology scale. Hence, merely

using distinctive vendor assignment for detection without probing into the procedure of al-

location (assignment) of vendor type in DMR system may lead to skipping of an alternate

better solution in the context of DSE of Trojan secured schedule. Therefore, exploration of
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an additional dimension ‘Av’ (indicating allocation procedure of IP’s from different vendor

type) which can either be in one of the following distinct vendor allocation modes, mode

1:‘00’ or mode 2:‘01’ or Type 3:‘10’ or Type 4:‘11’ is incorporated in the particle encoding

along with resource array. The value of ‘Av’ as ‘00’ or ‘01 or ‘10’ or ‘11’ is interpreted as

follows:

Rule 1: vendor allocation procedure for Av = 00

• Alternate vendor assignment to operations in control step of a unit (Example, in Fig.

9.7(a), operation 1 & 3 assigned alternatively to ‘V1’ and ‘V2’. Next multiplication

if any would have been assigned to ‘V1’ alternately).

• Similar operations of both UOG and UDP being assigned to different vendors.

Rule 2: vendor allocation procedure for Av = 01

• All operations of a specific unit being strictly assigned to resources of same vendor

type (Example, in Fig. 9.7(b),all operations of original unit is assigned to vendor

‘V1’ and all operations of duplicate unit is assigned to vendor ‘V2).

• Similar operations of both UOG and UDP being assigned to different vendors.

Rule 3: vendor allocation procedure for Av = 10

• All operations within critical path of a specific unit being strictly assigned to a vendor

type while all operations of non critical path through alternate vendor type (Example,

in Fig. 9.7(c),all operations within critical path of original unit is assigned to vendor

‘V1’ and all operations within critical path of original unit is assigned to vendor ‘V2).

• Operations of critical path of UOG and UDP are assigned to distinct vendors.

• Similar operations of both UOG and UDP being assigned to different vendors.
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Figure 9.7: Scheduling and Binding of FIR for: (a) Xi = 2(+), 2(*), 2(<), U=2, I=4,
Av = 00; LDMR

T = 45080 ns and ADMR
T = 13064 au, (b) Xi = 2(+), 2(*), 2(<), U=2, I=4,

Av = 01; LDMR
T = 43080 ns and ADMR

T = 17996 au, (c) Xi = 2(+), 2(*), 2(<), U=2, I=4,
Av = 10; LDMR

T = 45080 ns and ADMR
T = 13064 au, (d) Xi = 2(+), 2(*), 2(<), U=2, I=4,

Av = 11; LDMR
T = 45070 ns and ADMR

T = 15096 au

Rule 4: vendor allocation procedure for Av = 11

• Alternate vendor assignment to operations belonging to subsequent unrolled nested

loop iterations within a unit(Example, in Fig. 9.7(d), all operations within first loop

iteration of original unit is assigned to vendor ‘V1’ and all operations within second

loop iteration of original unit is assigned to vendor ‘V2).

• Similar operations of both UOG and UDP being assigned to different vendors.
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9.3.5 Example of designing a Trojan secured single loop application

Now consider the Trojan secured DMR CDFG of FIR is designed based on candidate so-

lution Xi = 2(+), 2(∗), 1(<), U = 2, Av = 00 (illustrated in Fig. 9.7(a)). This indicates

the DMR CDFG of FIR filter is unrolled two times, scheduled based on two adders, two

multipliers & one comparator, and vendor hardware allocation is performed using mode

‘00’ . The corresponding execution delay and area of the design is: LDMT
T = ‘45080 ns’and

ADMR
T = ‘13064 au’. As shown in Fig. 9.7(a) based on vendor allocation rule in mode 00,

operations of UOG are allocated to vendor in an alternative way in a CS. For example, opn 1

and opn 3 of UOG are allocated alternatively to hardware of ‘V1’ and ‘V2’ in control step 1.

Further, opn 1’ and opn 3’ of UDP are allocated to hardware of ‘V2’ and ‘V1’ respectively.

If the same DMR CDFG of FIR filter is designed based on candidate solution Xi =

2(+), 2(∗), 1(<), U = 2, Av = 01 (illustrated in Fig. 9.7(b)), the corresponding execution

delay and area of the design is: LDMT
T = ‘43080 ns’and ADMR

T = ‘17996 au’. As shown in

Fig. 9.7(b) based on vendor allocation rule in mode 01, all operations of UOG are allocated

to hardware of V1 and all operations of UDP are allocated to hardware of ‘V2’.

If the same DMR CDFG of FIR filter is designed based on candidate solution Xi =

2(+), 2(∗), 1(<), U = 2, Av = 10 (illustrated in Fig. 9.7(c)), the corresponding execution

delay and area of the design is: LDMT
T = ‘45080 nsand ADMR

T = ‘13064 au’. As shown in

Fig. 9.7(c) based on vendor allocation rule in mode 10, all the critical path operations i.e.

opn 1, opn 2 and opn 4 of UOG (marked in dotted circle) are allocated to hardware of ‘V1’

and all non-critical path operations i.e. opn 3, opn 5 and opn 6 of UOG are allocated to

hardware of ‘V2’. Hardware of distinct vendor is allocated in UDP .

If the same DMR CDFG of FIR filter is designed based on candidate solution Xi =

2(+), 2(∗), 1(<), U = 2, Av = 11 (illustrated in Fig. 9.7(d)), the corresponding execution

delay and area of the design is: LDMT
T = ‘45070 nsand ADMR

T = ‘15096 au. As shown

in Fig. 9.7(d) based on vendor allocation rule in mode 11, alternate vendor allocation is

performed to the operations belonging to subsequent unrolled loop iterations, for example

all operations of first unrolled loop i.e. opn 1, opn 2, opn 5 and opn 6 of UOG are allocated

to hardware of ‘V1’ and all operations of second unrolled loop i.e. opn 3, and opn. 4 of
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UOG are allocated to hardware of ‘V2’. Hardware of distinct vendor is allocated in UDP .

9.4 Generating Low-Cost Trojan Secured Design through

PSO-DSE

This section discuss the motivate and the process to generate a low-cost design for Trojan

secured design through PSO-DSE approach. Module library, behavioral description of

CDFG and predefined user parametric constraints for area and delay, control parameters

of PSO (such as inertia weight, acceleration coefficients, and swarm size ‘p’), maximum

iteration count for the CDFG and the preprocessing algorithm for unrolling factors are

provided as inputs to the proposed DSE process (as shown in Fig. 9.8).

9.4.1 Justification of PSO

The module library of an HLS tool consist of maximum available resources of each re-

source type (such as adder, subtractor, multiplier, comparator, mux, registers etc.). How-

ever, among all the possible combinations of resources identifying the low-cost resource

configuration for the corresponding application is a challenging and time consuming pro-

cess. Additionally, as the proposed approach is capable of handling the single and nested

loop-based applications, therefore loop unrolling factor plays an important significance in

dictating the final area and delay of a design. Finally, the Trojan secured HLS demands

distinct vendor allocation to hardwares of operations of original and duplicate units. An

efficient vendor allocation procedure for hardware in DMR system also affects the final

area-delay of the solution. Therefore, during the design of a Trojan security aware schedule

for CDFGs, simultaneously considering the effects of loop unrolling and vendor allocation

procedure on its area-delay trade-off is equally critical which increase the search space

exponentially. The detection process of hardware Trojan during HLS mandates additional

hardware, which upon deployment may not abide by the user area constraint provided.

Further, incorporating additional logic for Trojan detection during HLS also results in extra

delay for processing output, which again may not abide by the user delay constraints spec-
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Figure 9.8: Proposed design flow of low-cost Trojan secured DMR schedule

ified. Therefore, it becomes mandatory to consider the effect of extra delay and hardware

cost during DSE in HLS. PSO is a meta-heuristic search methodology where the parti-

cles move through a multidimensional search space and it also provides enough options to

perform guided/adaptive searching while preserving the exploration-exploitation balance.

Therefore PSO based DSE is perform to explore the low-cost Trojan secured design.
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9.4.2 Initialization of Particle

In this current proposed approach, a candidate design solution is represented through a

particle. The position of a particle in PSO as defined earlier in section 9.3.1. The particle

position ‘Xi’ is given as follows:

Xi = (N(R1), N(R2), ..N(RD), U, Av) . (9.8)

The particles are uniformly distributed over the design space and are initialized as fol-

lows:

X1 = (min(R1),min(R2), ..min(RD),min(U), 00) (9.9)

X2 = (max(R1),max(R2), ..max(RD),max(U), 10) (9.10)

X3 =

(
min(R1) +max(R1)

2
, ...

min(RD) +max(RD)

2
,
min(U) +max(U)

2
, 01

)
.

(9.11)

However, rest of the particles (X4...Xn) are initialized by the following:

Xn =

(
min(R1) +max(R1)

2
± α, min(R2) +max(R2)

2
± α, ...

min(Rd) +max(Rd)

2
± α, min(U) +max(U)

2
± α, random(Av)) . (9.12)

where, α is a random integer between min and max of particular resource type or un-

rolling factor.

9.4.3 Particle Movement using Velocity

In PSO-DSE, each dimension (d) of a particle position Xi (except the last dimension) is

updated using the following function [55]:

R+
di

= Rdi + V +
di
. (9.13)
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The variable V +
di

is updated by eqn. 9.14 as follows:

V +
di

= ωVdi + b1r1[Rdlbi
−Rdi ] + b2r2[Rdgb −Rdi ] (9.14)

The local best (Xlbi) and global best (Xgb) particle positions are updated using eqn. 9.15

and 9.16:

Xlbi = R1lbi
, ...RD−1lbi , U (9.15)

Xgb = R1gb , ...RD−1gb , U (9.16)

Finally, a low-cost DMR schedule (SDFGDMR) (with distinct vendor assignment rule

to detect the hardware Trojan), is generated corresponding to a particle positions/configurations.

9.4.4 Velocity clamping

The velocity clamping adopted from [55] is performed, when a particle’s exploration drift

(V +
di

) crosses the ±V max
di

as follows:

V +
di

=


+V max

di
if V +

di
> +V max

di

−V max
di

if V +
di
< −V max

di

V +
di

else

(9.17)

In the above expression, the value of ±V max
di

is the following:

V +
di

=

(
±max(N(Rd))−min(N(Rd))

2

)
. (9.18)

9.4.5 Terminating condition

The proposed methodology terminates when a) the maximum number of iterations exceeds

100, or when no improvement is visible in Xgb over ‘δ’ number of iterations( where δ =10).

Note: The corresponding experimental results of the proposed methodology is ex-

plained in Chapter 10 Section 10.6.
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9.5 Summary

This chapter presents a novel low-cost methodology for optimized Trojan secured schedul-

ing at the behavioral level for control data flow graphs (single and nested loop) representing

DSP kernels. It is capable of providing secured information processing during high-level

synthesis. More explicitly, the novel contributions of this chapter are as follows: (a) a

model for execution delay determination of a DMR system for Trojan secured CDFG (b)

particle encoding scheme that concurrently explores schedule configuration, unrolling fac-

tor and vendor allocation procedure (c) methodology for area-delay trade-off using PSO

during optimization of secured schedule. Results indicated improvement in the quality of

final solution obtained compared to a similar related work [46].
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Chapter 10

Results and Analysis

This chapter describes the complete experimental results and detailed analysis of all the

proposed methodologies explained in the previous chapters. This chapter is divided into

seven sections, where each section presents the results of the corresponding methodology.

All the experimental results are included in one chapter because the readers can observe

the improvements/changes in the results when better or equivalent defense mechanisms are

used. (NOTE: All the abbreviations and taxonomy are listed in ‘Acronyms’ and ‘Nomen-

clature’ section respectively.)

10.1 Experimental Results: Single-Phase IP Core Water-

marking of CE Systems

This section explains the experimental results of the proposed single-phase IP core water-

marking approach of CE systems explained in Chapter 3 and the improvements obtained

compared to two similar approaches [30, 51]. The proposed approach [30] and [51] is im-

plemented in java and executed on Intel Core-i5-3210 M CPU with 4GB DDR3 memory

at 2.5 GHz. 15 nm technology scale based on NanGate library [37] is used to determine

the area and latency of the benchmarks. The module library information of major function

unit in terms of area and delay is shown in Table 10.1. The proposed approach is tested and

verified on several benchmarks, such as Differential Equation, Finite Impulse Response Fil-
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ter, Fast Fourier Transformation, Autoregressive Filter, Mesa Horner and Infinite Impulse

Response Butterworth Filter.

Table 10.1: Used module library

Major functional unit Size Area
(µm2)

Latency
(ps)

Adder 16 bit 18.8744 66.2428
Substractor 16 bit 22.0192 79.3910
Multiplier 16 bit 75.4976 264.9712
Register 16 bit 0.7864 25.9108

Mux 2:1 0.6390 12.7494
Demux 1:2 0.7373 22.4165

10.1.1 Analysis of design cost

The design cost of the proposed approach evaluated in terms of two crucial design param-

eters i.e. design area and execution latency, is calculated based on the following function

[30, 51]:

Cf (Xi) = w1
LT

Lmax

+ w2
AT

Amax

(10.1)

The total design area and execution latency of the watermarked design consist of area

and latency of functional units, registers, multiplexers and demultiplexers (shown in Table

10.1). To provide equal weightage on both the design parameters the value to w1 and w2 is

set as 0.5. As the calculated design cost shown in Eq. 10.1 is a hybrid normalized function

of design area and execution latency, therefore it is unit less. It does not indicate cost in

monetary term.

10.1.2 Comparison of design cost

This section discusses the design cost comparison of the proposed approach w.r.t [30] and

[51].
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Table 10.2: Comparison of proposed approach with [30] in terms of design area, execution
latency and design cost.

Benchmarks Resource
configuration

Design Area (µm2) Execution latency (ps) Design cost

Proposed [30] Proposed [30] Proposed [30]

Diff Eq. 1(+), 1(-), 2(*), 4(UF) 205.06 226.88 2595.11 2595.11 0.67 0.71
FIR 1(+), 2(*), 2(UF) 63.89 84.54 794.91 794.91 0.44 0.49
FFT 2(+), 1(-), 2(*), 2(UF) 146.32 168.15 4555.09 4555.09 0.51 0.54
ARF 1(+), 2(*) 290.18 312.01 2441.10 2441.10 0.83 0.86

MESA 1(+), 2(*) 161.21 175.76 1332.40 1332.40 0.85 0.89
IIRB 1(+), 2(*) 132.90 154.73 885.40 885.40 0.78 0.84

Table 10.3: Comparison of proposed approach with [51] in terms of design area, execution
latency and design cost.

Benchmarks Resource
configuration

Design Area (µm2) Execution latency (ps) Design cost

Proposed [51] Proposed [51] Proposed [51]

Diff Eq. 1(+), 1(-), 2(*), 4(UF) 205.06 224.53 2595.11 2595.11 0.67 0.71
FIR 1(+), 2(*), 2(UF) 63.89 84.54 794.91 794.91 0.44 0.49
FFT 2(+), 1(-), 2(*), 2(UF) 146.32 165.79 4555.09 4555.09 0.51 0.54
ARF 1(+), 2(*) 290.18 312.01 2441.10 2441.10 0.83 0.86

MESA 1(+), 2(*) 161.21 173.41 1332.40 1332.40 0.85 0.88
IIRB 1(+), 2(*) 132.90 154.73 885.40 885.40 0.78 0.84

Figure 10.1: Graphical representation of design cost comparison between proposed single-
phase watermark approach, [30] and [51].

For comparison purpose a 60-digit signature is implanted in the design through the pro-

posed approach [30] and [51]. Same unrolling factor and resource constraints for all the

three approaches are used to generate the watermarked IP core design. The proposed ap-
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Table 10.4: Comparison of proposed approach with [51] in terms of design area, execution
latency and design cost.

Benchmarks # of storage hardware (register)

Pre-watermark After proposed watermark After [30] After [51]

Diff Eq. 12 12 15 14
FIR 3 3 6 6
FFT 4 4 7 6
ARF 8 8 11 11

MESA 4 4 7 6
IIRB 5 5 8 8

proach when compared with [30] and [51] gave substantially better result in terms of design

cost. Table 10.2 and Table 10.3 depict the comparison of the proposed approach with [30]

and [51] respectively in terms of design area, execution latency and design cost. The reason

being the proposed approach yield zero hardware (register) overhead while preserving the

same latency for all the tested benchmarks. This is because the proposed approach embeds

watermarking constraints through priority based scheduling transformations, thus incurring

zero hardware overhead and may also incur negligible latency overhead. On the contrary,

both [30] and [51] embeds watermarking constraints during register allocation utilizing

more hardware area due to overhead in total register count. The graphical representation of

cost comparison between proposed approach, [30] and [51] is shown in Fig. 10.1.

A comparison drawn between pre-watermarked design, proposed watermark design,

watermark design obtained by [30] and [51] in terms of storage hardware (register) is re-

ported in Table 10.4. As shown in the table, the proposed approach does not add any

extra registers, hence the total register count remains same as pre-watermark design. Since

both [30] and [51] embeds watermark during register allocation in HLS thus increases total

register count of the design.
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10.2 Experimental Results: Triple-Phase IP Core Water-

marking of CE Systems

This section discusses the experimental results of the proposed triple-phase IP core water-

marking approach of CE systems explained in Chapter 4 and also discusses the improve-

ments over two similar approaches [30, 51]. The original design before embedding any

constraint is termed as baseline design. Here, the baseline design, proposed approach [30]

and [51] are implemented in java and executed on AMD A8- 4500M APU with 4 GB

DDR3 memory at 1.9GHz. 15 nm technology scale based on NanGate library [37] is used

to determine the area and latency of the benchmarks. The proposed approach is capable

of handling any medium to large size application ranging from 40 components (e.g. EWF)

to excess of 100 components (e.g. JPEG IDCT). It is tested and verified on several bench-

marks like ARF, DCT, DWT, EWF, IDCT, MPEG motion vector and JPEG. The proposed

approach is highly robust for complicated designs such as JPEG IDCT, MPEG MV etc.

This section is divided into three sub-sections: (i) evaluation of robustness, (ii) evalua-

tion of tamper-tolerance ability and (iii) evaluation of design cost of proposed triple-phase

watermark.

10.2.1 Evaluation of robustness

The strength of robustness of a watermark design is evaluated through probability of co-

incidence metric. It calculates the probability of generating same design before and after

implanting watermark, thus indicating the strength of watermark. Lower Pc value indi-

cates a higher strength of watermark. The metric is partially adopted from [30] and can be

represent as:

Pc =
(

1− 1

c ∗
∏D

i=1N(Ri)

)w
(10.2)

Table10.5 reports the comparative study of the probability of coincidence between pro-

posed approach, [30] and [51] for signature size 80. It can be observed from the table that

the proposed approach achieves 3.2 ∗ 1027 times lower Pc value in average as compared
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Table 10.5: Comparison of probability of coincidence between proposed, [30] and [51] for
W=80

Benchmarks # of register
before watermark

Pc # of times lower Pc of
proposed than [30] and [51]Proposed [30] [51]

ARF 8 3.3 ∗ 10−27 2.2 ∗ 10−5 2.2 ∗ 10−5 6.9 ∗ 1021

DCT 8 3.7 ∗ 10−21 2.2 ∗ 10−5 2.2 ∗ 10−5 6.1 ∗ 1015

DWT 5 8.3 ∗ 10−35 1.7 ∗ 10−8 1.7 ∗ 10−8 2.1 ∗ 1026

EWF 4 6.8 ∗ 10−39 1.0 ∗ 10−10 1.0 ∗ 10−10 1.5 ∗ 1028

IDCT 8 3.3 ∗ 10−27 2.2 ∗ 10−5 2.2 ∗ 10−5 6.9 ∗ 1021

MPEG MV 14 3.8 ∗ 10−31 2.6 ∗ 10−3 2.6 ∗ 10−3 6.9 ∗ 1027

JPEG IDCT 12 1.9 ∗ 10−23 9.4 ∗ 10−4 9.4 ∗ 10−4 5.0 ∗ 1019

1E-39

1E-36

1E-33

1E-30
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Figure 10.2: Graphical representation of Pc comparison between proposed approach, [30]
and [51].

to [30] and [51]. This indicates the higher robustness of the watermarked design. Low Pc

value is desirable which is achievable by incrementing the watermark size. For example,

the probability of coincidence of MPEG benchmark is 7.7∗10−18, 1.5∗10−23 and 3.8∗10−31

for watermark sizes 45, 60, 80 respectively. Though lower Pc value is desirable but not at

the cost of higher design overhead. However, too big a size of watermarking constraints

may result in register overhead thereby increasing design cost. It is observed through exper-

iment that the desirable maximum range of signature size should be 80. Fig.10.2 shows the
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Table 10.6: Comparison of total number of possible signature combinations between pro-
posed, [30] and [51]

Signature size
(digits)

# of possible signature
combinations

# of times higher tamper tolerance
ability of proposed than [30] & [51]

Proposed [30] [51] [30] [51]

15 4.8 ∗ 1012 32768 10.7 ∗ 108 14.5 ∗ 107 4421

30 2.3 ∗ 1025 1.1 ∗ 109 1.2 ∗ 1018 2.1 ∗ 1016 19.5 ∗ 106

45 1.1 ∗ 1038 3.5 ∗ 1013 1.2 ∗ 1027 3.0 ∗ 1024 8.6 ∗ 1010

60 5.1 ∗ 1050 1.2 ∗ 1018 1.3 ∗ 1036 4.4 ∗ 1032 3.8 ∗ 1014

80 4.1 ∗ 1067 1.2 ∗ 1024 1.5 ∗ 1048 3.4 ∗ 1043 2.8 ∗ 1019

comparison of Pc for each watermarking phases (1st, 2nd and 3rd) of proposed approach

with [30] and [51]. It can be observed that the robustness of the proposed approach with

the combination of three watermarking phases is significantly higher than [30] and [51].

10.2.2 Evaluation of tamper-tolerance ability

A watermark is considered to be highly tamper tolerant if finding the correct signature

from a design is extremely complex and time-consuming. For a large signature size with

multiple signature variables, the possible signature combination will be huge. Therefore, in

such cases identifying the correct watermark through brute-force search is time consuming

and cost expending process. The total number of possible signature combinations can be

calculated by the following expression:

Tt = vw (10.3)

Table 10.6 reports the comparison of the total number of possible signature combinations

for different watermark size (i.e. 15, 30, 45, 60 and 80) between the proposed approach,

[30] and [51]. It can be observed from the table that the proposed approach achieves higher

Tt value for all watermark size compared to [30] and [51]. Ensuring higher tamper tolerance

ability.
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Table 10.7: Comparison of design area, execution latency and design cost between pro-
posed and baseline design

Benchmarks Resource
Configuration

Area (µm2) Latency (ps) Cost Cost overhead
w.r.t. baselineBaseline Proposed Baseline Proposed Baseline Proposed

ARF 5(+), 3(*) 191.10 209.19 2.67 3.11 0.77 0.87 12.98
DCT 6(+), 3(*) 250.87 263.45 3.95 4.19 0.80 0.84 5.00
DWT 2(+), 4(*) 162.79 165.94 1.98 2.08 0.78 0.81 3.85
EWF 3(+), 2(*) 184.81 197.39 3.24 3.82 0.85 0.95 11.76
IDCT 5(+), 3(*) 246.15 253.23 3.77 4.16 0.78 0.83 6.41

MPEG 3(+), 8(*) 280.76 287.05 2.44 2.59 0.73 0.76 4.11
JPEG 5(+), 5(*) 747.90 756.55 14.90 15.92 0.72 0.76 5.56

Table 10.8: Comparison of design area, execution latency and design cost between pro-
posed, [30] and [51]

Benchmarks Area (µm2) Latency (ps) Cost

Proposed [30] [51] Proposed [30] [51] Proposed [30] [51]

ARF 209.19 225.71 223.35 3.11 3.11 3.11 0.87 0.92 0.90
DCT 263.45 290.98 288.62 4.19 4.51 4.51 0.84 0.94 0.92
DWT 165.94 182.37 180.01 2.08 2.43 2.43 0.81 0.93 0.92
EWF 197.39 209.19 204.47 3.82 3.89 3.89 0.95 0.99 0.98
IDCT 253.23 280.96 278.40 4.16 4.34 4.34 0.83 0.91 0.89

MPEG 287.05 309.85 309.85 2.59 2.77 2.77 0.76 0.81 0.81
JPEG 756.55 783.29 783.29 15.92 16.52 16.52 0.76 0.79 0.79

10.2.3 Evaluation of design cost

The design cost of the proposed approach evaluated in terms of two crucial design param-

eters i.e., design area and execution latency are calculated based on Eq.10.1. Table 10.7

reports the comparison of total hardware area, execution latency and design cost between

baseline design and the proposed approach. Since the proposed watermarking approach

(containing 7 variable signatures) may impose area overhead nominally compared to an

un-protected design, thus the power overhead of the design may increase trivially. There-

fore, system reliability as function of power is marginally affected sometimes. However,

the robustness of the system due to triple phase and 7 variables is guaranteed to increase

manifold.

Table 10.8 reports the comparison of total hardware area, execution latency and design

cost between the proposed approach [30] and [51]. It can be observed from the table that
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Figure 10.3: Graphical representation of design cost comparison between proposed triple-
phase watermark approach, [30] and [51].

the proposed approach instead of providing strong robustness achieves better design cost

than the two other approaches. Fig.10.3 shows the comparison of design cost between the

proposed approach, [30] and [51]. For all the tested benchmarks, the average reduction % in

hardware area, execution latency and design cost are 6.65%, 5.37% and 6.25% respectively

as compared to [51] and the average reduction % in hardware area, execution latency and

design cost as 7.44%, 5.37% and 7.38% respectively compared to [30].

Table 10.9 reports the comparison of total storage hardware used in the baseline, pro-

posed design, [30] and [51]. Table 10.9 also reports the complexity of the watermarking

process in terms of implanting time. As evident from Table 10.9, the proposed approach

incurs slightly higher watermark implanting time than [30] and [51] due to triple phase

watermark insertion. However, at the cost of nominal increase in runtime, this approach

offers stronger robustness (proof of ownership) and greater tamper tolerance ability than

other similar approaches.

Despite implanting watermark in three different phases the proposed approach is ca-

pable of achieving significant reduction in design cost than other approaches due to the

following reasons:
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Table 10.9: Comparison of storage hardware and watermark implanting time between pro-
posed, [30] and [51]

Benchmark # of storage hardware used Watermark implanting time
(ms)

Baseline Proposed [30] [51] Proposed [30] [51]

ARF 8 8 9 8 76 24 46
DCT 8 8 9 8 88 29 69
DWT 5 6 7 6 26 15 17
EWF 4 4 6 4 64 28 51
IDCT 8 9 10 9 87 31 62
MPEG 14 14 14 14 80 34 65
JPEG 12 12 12 12 138 68 109

1. In the proposed approach, among all the signature digits few digits are implanted

in register allocation phase while other digits are implanted the other two phases

(scheduling and FU allocation). On the contrary, in [30] and [51] all the signature

digits are implanted during register allocation phase. Therefore, for an 80 digits

signature, reported for embedding watermark, the proposed approach uses register

allocation based watermark (i, I, T, !) partially, while the remainder signature digits

are embedded through hardware allocation and scheduling (other two phases). On

the contrary, [30] and [51] employ register allocation based watermark for the entire

80 digit signature. [30] and [51] incur higher register overhead in most cases, thus

consumes more hardware area than the proposed approach.

2. The proposed approach uses multi-vendor concept during hardware allocation com-

pared to single vendor hardware allocation in [30] and [51], thus the proposed ap-

proach is more likely to have optimized (minimized) area and delay than [30] and

[51].

3. The proposed approach implants scheduling constraints (γ digits) in the non-critical

path of the design resulting in occasional or zero latency overhead in the watermarked

design. Finally, this contributes to achieve lower design cost for the proposed ap-

proach.
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Table 10.10: Comparison of vendor allocation between proposed, [30] and [51]

Benchmark Total
operations

in the
application

Component allocation
based on multi-vendor

(proposed)

Component allocation
based on single-vendor

([30] & [51])

Proposed approach
(impact on latency)

Vendor
U1

Vendor
U2

Vendor
U1

Critical path
length
(in CS)

Non-critical path
length after G

insertion (in CS)

ARF 12(+), 16(*) 8(+), 10(*) 4(+), 6(*) 12(+), 16(*) 8 7
DCT 29(+), 13(*) 18(+), 8(*) 11(+), 5(*) 29(+), 13(*) 8 8
DWT 9(+), 8(*) 7(+), 5(*) 2(+), 3(*) 9(+), 8(*) 10 9
EWF 26(+), 8(*) 14(+), 4(*) 12(+), 4(*) 26(+), 8(*) 14 14
IDCT 29(+), 13(*) 17(+), 7(*) 12(+), 6(*) 29(+), 13(*) 6 5

MPEG 14(+), 14(*) 9(+), 7(*) 5(+), 7(*) 14(+), 14(*) 4 4
JPEG 75(+), 37(*) 44(+), 20(*) 31(+), 17(*) 75(+), 37(*) 8 5

Table 10.10 reports the details of component allocation to the operations of the appli-

cations for proposed approach, [30] and [51]. As evident from Table 10.10, the proposed

approach optimizes the component allocation through multi-vendor concept, where delay

of multiplier and adder from vendor U2 is less than delay of multiplier and adder from

vendor U1. On the contrary, for [30] and [51] component allocation of all the operations

is entirely done through a single vendor U1. The above explanation can be summarized

through the following execution latency (delay) models:

L
[30][51]
T =

N∑
n=1

Max(TA1), (TM1) (10.4)

Lproposed
T =

N∑
n=1

Max(TA1), (TM1), (TA2), (TM2) (10.5)

In the context of Eq. 10.4 and Eq. 10.5 Lproposed
T < L

[30][51]
T due to multi-vendor based

hybrid component allocation concept in proposed approach.

Table 10.10 also reports comparison between the length of the critical path of an appli-

cation and the length of the non-critical path after implanting ‘γ′ digits in terms of number

of CS. As evident from the table, the non-critical path length is always lesser or equal to

the critical path length for all the tested benchmarks. Therefore, no latency overhead is

achieved due to insertion of ‘γ′ digit.
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10.3 Experimental Results: Symmetrical IP Core Water-

marking of CE Systems

This section discusses the experimental results of the proposed symmetrical IP core protec-

tion approach of CE systems explained in Chapter 5 and comparison with a non-symmetrical

approach (as no symmetrical IP core protection approach exists during HLS). Following

metrics are used to confirm the robustness and low overhead of the proposed approach:

• Cost of embedding seller watermark and buyer fingerprint in IP core design which

signifies quality of the solution.

• Hardware and storage overhead in terms of functional hardware units and extra reg-

ister required after embedding seller watermark and buyer fingerprint mark.

• Time consumed to create signature.

• Quality of signature in terms of security/strength.

• Impact of large seller signature and buyer signature on hardware area, latency and

embedding cost.

• Scalability of the approach to handle a large benchmark.

The result of the proposed approach is obtained for several benchmarks, namely ARF,

DCT, IDCT, BPF, FIR, MPEG motion vector and JPEG. This approach is highly robust for

complicated designs such as JPEG IDCT, MPEG MV etc. This section is divided into two

sub-sections: (i) result of proposed symmetrical protection approach in terms of latency,

hardware area, cost and security metric, and (ii) comparison of the proposed symmetrical

IP core protection with a non-symmetrical approach.

10.3.1 Result of the proposed approach in terms of design Cost, secu-

rity and implementation complexity

Table 10.11 shows the result of proposed symmetrical IP core protection approach in terms

of hardware area, execution latency and design cost (for F = 30 and W = 30). (Note: module
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Table 10.11: Solution of symmetrically protected IP core design through the proposed
approach (F = 30 and W = 30)

Benchmarks Proposed
Solution

Total Area
(µm2)

Total Latency
(ps)

Cost

ARF
(nodes =28)

2(+), 4(*) 196.61 2.59 0.8393

DCT
(nodes =42)

4(+), 2(*) 223.35 3.80 0.8343

IDCT
(nodes =42 )

4(+), 2(*) 224.13 3.73 0.8270

BPF
(nodes =29 )

2(+), 2(*) 202.90 3.77 0.8787

FIR
(nodes =23 )

4(+), 4(*) 180.09 1.86 0.7526

MPEG
(nodes =28 )

3(+), 5(*) 224.13 2.38 0.6645

JPEG
(nodes = 33)

4(+), 4(*) 724.30 14.24 0.7349

Table 10.12: Probability of coincidence (Pc) as strength of watermark

Benchmarks
# of registers

before
fingerprint

Pc

# of watermark constraints (W)
W=10 W=20 W=30

ARF 8 0.26308 0.06921 0.01821
DCT 8 0.26308a 0.06921 0.01821
IDCT 9 0.30795 0.09483 0.0292
BPF 7 0.21406 0.04582 0.00981
FIR 8 0.26308 0.06921 0.01821

MPEG 14 0.47660 0.22715 0.10826
JPEG 12 0.41890 0.17548 0.07351

library comprises resources with respect to 15 nm technology scale adopted from NanGate

open source library [37]). The cost of each watermarked-fingerprinted IP core solution is

evaluated using Eqn. 5.3.

Table 10.12 reports the probability of coincidence(Pc) for the watermark in the pro-

posed approach. It measures the probability of generating the same colored solution with
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the watermark signature and indicates the proof of ownership. The function for evaluation

of Pc is derived from [30] is defined as:

Pc = (1− 1/c)F (10.6)

As evident from the table 10.12, as the signature fingerprint strength increases, the Pc

decreases. So, in order to obtain a stronger proof of ownership, a larger size signature is to

be chosen.

Table 10.13 shows the impact of incrementing buyer fingerprint size on hardware area,

latency and embedding cost. In this experiment, the buyer fingerprint size is varied to

gauge its relative effect on various design metrics. Three different values of fingerprint size

is chosen viz. F = 10, F = 20 and F = 30. As evident from the results, the increment of

hardware area with increase in fingerprint strength is zero in most cases. This is because

in the proposed fingerprint signature encoding no variable except ‘z’ embeds fingerprint

constraint during register allocation phase (which in turn may add register overhead). Thus

likelihood of an increase in hardware area with fingerprint size is minimal. On the contrary,

the minimal increment of latency with the increase in fingerprint strength can be noted for

some benchmarks (either for F = 20 or F = 30). This increment is a result of adding more

fingerprint constraints during scheduling phase. However, the increment is very slight as

fingerprint constraints are embedded during operation conflict resolution in scheduling.

Consequently, minimal increase in cost with increase in fingerprint strength is also noted

for some benchmarks.

Table 10.14 shows the impact of incrementing seller watermark size (post- embedding

buyer fingerprint) on hardware area, latency and embedding cost. Since seller watermark is

embedded after buyer fingerprint, different values of watermark strength are indicated by

both W and F. In this experiment, the seller watermark size is varied (by keeping the buyer

fingerprint strength at maximum i.e. F = 30) to gauge its relative effect on the aforesaid

design metrics. Three different values of watermark size are chosen viz. W = 10 & F =

30, W = 20 & F = 20 and W = 30 & F = 30. As evident from the results, the increment

of latency with an increase in watermark strength is zero for all cases. This is because the

156



Table 10.13: Variation of hardware area, execution latency and design cost with the incre-
ment of fingerprint size

Benchmarks
Fingerprint size (F)

F=10 F=20 F=30
Area
(µm2)

Latency
(ps)

Cost Area
(µm2)

Latency
(ps)

Cost Area
(µm2)

Latency
(ps)

Cost

ARF 195.82 2.47 0.82 195.82 2.52 0.83 195.82 2.59 0.84
DCT 222.56 3.75 0.83 222.56 3.80 0.83 222.56 3.80 0.83
IDCT 222.56 3.72 0.83 222.56 3.73 0.83 223.35 0.3.73 0.83
BPF 202.11 3.74 0.88 202.11 3.74 0.88 202.11 3.77 0.88
FIR 179.31 1.81 0.74 179.31 1.86 0.75 179.31 1.86 0.75

MPEG 224.13 2.36 0.66 224.13 2.36 0.66 224.13 2.38 0.67
JPEG 724.30 14.24 0.74 724.3 14.24 0.74 724.3 14.24 0.74

Table 10.14: Variation of hardware area, execution latency and design cost with the incre-
ment of watermark size after implanting fingerprint

Benchmarks
# of watermark constraints (W) after implanting fingerprint

F=30, W=10 F=30, W=20 F=30, W=30
Area
(µm2)

Latency
(ps)

Cost Area
(µm2)

Latency
(ps)

Cost Area
(µm2)

Latency
(ps)

Cost

ARF 195.82 2.59 0.84 196.61 2.59 0.84 196.61 2.59 0.84
DCT 222.56 3.80 0.83 223.35 3.80 0.83 223.35 3.80 0.83
IDCT 223.35 3.73 0.83 223.35 3.73 0.83 223.35 3.73 0.83
BPF 202.11 3.77 0.88 202.90 3.77 0.88 202.90 3.77 0.88
FIR 179.31 1.86 0.75 180.09 1.86 0.75 180.09 1.86 0.75

MPEG 224.13 2.38 0.67 224.13 2.38 0.67 224.13 2.38 0.67
JPEG 724.30 14.24 0.74 724.30 14.24 0.74 724.30 14.24 0.74

watermark signature encoding does not embed watermarking constraint during scheduling

phase (which in turn adds no latency overhead). Thus increase in latency with the increase

in watermark size is nil for any size of W (i.e. W= 10, W= 20 and W= 30). On the contrary,

the minimal increment of hardware area with increase in watermark strength can be noted

for some benchmarks (either for W = 20 or W = 30). This increment is a result of adding

more watermarking constraints during register allocation phase. Consequently, minimal

increase in cost with increase in watermark strength is also noted for some benchmarks.
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Table 10.15: Comparison of proposed symmetrical IP core design with baseline IP design

Benchmarks Area (µm2) Latency (ps) Cost
B P (%) B P (%) B P (%)

ARF 195.82 196.61 0.40 2.46 2.59 5.02 0.82 0.84 2.48
DCT 222.56 223.35 0.35 3.73 3.80 1.84 0.83 0.83 0.95
IDCT 222.56 223.35 0.35 3.72 3.73 0.27 0.83 0.83 0.25
BPF 202.11 202.90 0.39 3.69 3.77 2.12 0.87 0.88 0.97
FIR 179.31 180.09 0.43 1.80 1.86 3.23 0.74 0.75 2.07

MPEG 224.13 224.13 0 2.36 2.38 0.84 0.66 0.67 0.09
JPEG 724.30 724.30 0 14.24 14.24 0 0.74 0.74 0

Table 10.16: Comparison of proposed symmetrical IP core design with IP core design of
[30]

Benchmarks Area (µm2) Latency(ps) Cost
[30] P (%) [30] P (%) [30] P (%)

ARF 196.61 196.61 0 2.46 2.59 5.02 0.8187 0.8393 2.45
DCT 223.35 223.35 0 3.73 3.80 1.84 0.8267 0.8343 0.91
IDCT 223.35 223.35 0 3.72 3.73 0.27 0.8248 0.8267 0.23
BPF 202.90 202.90 0 3.69 3.77 2.12 0.8705 0.8787 0.93
FIR 180.09 180.09 0 1.80 1.86 3.23 0.7375 0.7526 2.01

MPEG 224.13 224.13 0 2.36 2.38 0.84 0.6639 0.6645 0.09
JPEG 724.30 724.30 0 14.24 14.24 0 0.7349 0.7349 0

10.3.2 Comparison of the proposed symmetrical IP Core protection

approach with a non-symmetrical approach

The proposed approach is compared with the baseline design (with no signature implanted)

in terms of hardware area, execution latency and design cost. As evident from table 10.15,

the proposed approach provides symmetrical IP protection to both buyer and seller at min-

imal area overhead (less than 1%) and minimal latency overhead (avg. 1.02 %). Conse-

quently, this approach provides symmetrical IP ownership protection at extremely low-cost

overhead as compared to baseline.

As no symmetrical IP core protection methodology exists during high level synthesis,

the proposed approach is compared with an non-symmetrical IP core protection approach
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Table 10.17: Comparison of proposed symmetrical IP core design with IP core design of
[30] and baseline in terms of storage hardware (register) and signature creation time

Benchmarks

# of storage
hardware

(register) used

storage hardware
(register)

overhead %

signature creation
time(ms)

B [30] P w.r.t.
B

w.r.t.
[30] [30] P

ARF 8 9 9 0.11 0 17 19
DCT 8 9 9 0.11 0 13 17
IDCT 8 9 9 0.11 0 14 17
BPF 7 8 8 0.125 0 11 14
FIR 8 9 9 0.11 0 31 37

MPEG 14 14 14 0 0 14 16
JPEG 12 12 12 0 0 61 70

[30] (embeds only seller watermark) in terms of hardware area, execution latency and de-

sign cost. As evident from table 10.16 in proposed approach, it provides symmetrical IP

protection to both seller and buyer at zero area overhead (0%) and minimal latency over-

head (avg. 1.02 %) as compared to [30]. Consequently, the proposed approach provides

symmetrical IP protection at extremely low cost overhead (avg. 1.93 %) compared to un-

symmetrical protection approach [30].

Table 10.17 reports the comparison of proposed symmetrical protection approach with

non-symmetrical approach [30] and baseline in terms of storage hardware (registers). As

evident from the results, the storage hardware overhead of proposed symmetrical approach

compared to non-symmetrical approach (only seller watermark and no buyer fingerprint)

[30] is zero. Further, the storage hardware overhead of proposed symmetrical protection

approach with respect to baseline is minimal (less than 0.2%). As evident, the proposed

approach provides complete IP core protection to both the entities at minimal hardware

area (overall less than 1%), latency (overall less than 1.1%) and cost (overall less than 2%)

overhead.

Table 10.17 also draws a comparison of proposed symmetrical protection approach with

[30] in terms of signature creation time. For the proposed approach, signature creation

time includes creation time of seller watermark and buyer fingerprint while only seller

watermark for [30]. As evident from the results, the proposed approach while embedding
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Figure 10.4: Variation of embedded cost overhead (%) for different benchmark sizes.(Note:
For the proposed approach embedding cost overhead (%) decreases with the increment in
parallelism of different application)

both seller multi-variable watermark and buyer fingerprint, nominally increases the runtime

overhead as compared to [30] (that only embeds seller dual-variable watermark). This trend

is observed for all size benchmarks, thus demonstrating the scalability of the proposed

approach.

Additionally, Fig. 10.4 shows the variation of cost overhead obtained for various bench-

marks. As evident, with the increase in size (parallelism i.e. number of parallel operations)

of the benchmarks, cost overhead % sharply decreases. In other words, cost overhead of

proposed approach is highest for ARF which comprises minimum number of parallel oper-

ations (parallelism possible) while is least for JPEG which comprises maximum number of

parallel operations (parallelism possible). This is possible because the proposed approach

embeds fingerprint signature during operation conflict resolution in scheduling which oc-

curs more often for bigger applications (comprising of large number of parallel operations)

working under a resource constraint. In that context, the proposed approach offers lower

(negligible) overhead for larger applications which demonstrates the scalability of the pro-

posed approach.
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10.4 Experimental Results: Multi-Stage Structural Ob-

fuscation to Secure IP Core of CE Systems

This section discusses the experimental results of the proposed multi-stage structural ob-

fuscation approach explained in Chapter 6 and the improvement obtained when compared

to a single-stage structural obfuscation approach [32]. The proposed approach, original

non-obfuscated design and [32] are implemented in Java 8 and executed on a computing

platform with 4GB DDR3 primary memory and processor frequency of 3.20 GHz. A 15nm

technology scale based on NanGate is used to evaluate both the hardware area and execu-

tion latency of the IP design [37]. During PSO-DSE process both φ1 and φ2 are kept 0.5 to

provide equal preferences as both silicon area and latency are equally essential for a DSP

design of a CE device. Further, following optimal settings from [53] are used for PSO

framework (refer Eqn. 6.9): ω= linearly decreasing between 0.9 to 0.1; b1 and b2 = 2; r1

and r2 = 1; Imax = 100 or δ = 10 as stopping criterion; particle size p = 3 or 5 or 7.

The comparison of original non-obfuscated design and proposed multi stage obfus-

cated design w.r.t. the motivational example shown in Fig. 6.3 in terms of register transfer

level and Gate level is reported in Table 10.18. Further, the result of the proposed ap-

proach is tested and verified on several benchmarks, such as ARF, Differential, Auto Cor-

relation, DHMC, Adaptive filter (NC & LMS) and FIR. This section is divided into two

sub-sections: (i) result of proposed multi-stage structural obfuscation approach in terms

of execution latency, hardware area, cost and security metric, and (ii) comparison of the

proposed approach with the baseline and [32].

10.4.1 Result of the proposed multi-stage obfuscation approach

Table 10.19 reports the results of low-cost multi-stage structural obfuscation approach in

terms of hardware area, execution latency and design cost for different particle size. As

evidence from the table, it can be observed except Auto Correlation benchmark no im-

provement in quality of solution is found with the increment of particle size. However, for

Auto Correlation benchmark design cost is -0.4647 for particle size 5 which is better than
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Table 10.18: Module and Gate level comparison of original non-obfuscated design and
proposed multi stage obfuscated design w.r.t. the motivational example

Types of
elements

Module (RT) level Gate level

Original
non-obfuscated

design

Proposed
obfuscated

design

Original
non-obfuscated

design

Proposed
obfuscated

des ign

Gates
affected

Functional
units

3 adders,
4 multipliers

3 adders,
1 multiplier 1264 496 768

Switching
units

Six 4:1,
four 2:1 Eight 8:1 1408 3584 2176

Storage
units

10 for input,
1 for output

18 for input,
2 for output 704 1280 576

Delay
elements 8 13 512 832 320

Total - - 3888 6192 3840

-0.4556, obtained for particle size = 3; though design cost remain same for particle size =

5 and 7. Further, as all the benchmarks satisfy the user provided area-delay constraints, the

obfuscated design cost achieved is less than 0 (refer to Eqn. 6.3). The design cost which

indicates combined normalized value of crucial design parameters (such as hardware area,

execution delay) is unit less as it is a normalized metric.

The robustness of a design obfuscated through the proposed multi-stage obfuscation

technique is measured through a metric called power of obfuscation. It calculates the struc-

tural mismatch between the original design and the obfuscated design. It is a normalized

metric value range between 0 to 1, where 1 indicates highest robustness and 0 indicates

lowest robustness of a design. The power of obfuscation is evaluated using the following

expression:

P obf
i =

ni

nT
i

(10.7)

P obf =

∑N(HLT )
i=1 P obf

i

N(HLT )
(10.8)

The structural mismatch in the context of CDFG can be evaluated based on number

of modified node of the obfuscated CDFG compared to the total number of nodes of the

original CDFG (before applying any transformation). In this context, the definition of a
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Table 10.19: Results of proposed low-cost, obfuscated solution for different particle size

Benchmark Particle
size

Low-cost
design

solution

Obfuscated
hardware
area (µm2)

Obfuscated
execution

latency (ps)

Obfuscated
design

cost

2D Autoregression
Lattice Filter(ARF)

3 4A, 2M 241.83 1900.80 -0.37
5 4A, 2M 241.83 1900.80 -0.37
7 4A, 2M 241.83 1900.80 -0.37

Differential Equation
3 2A, 3M, 1C, 16UF 330.99 4498.80 -0.33
5 2A, 3M, 1C, 16UF 330.99 4498.80 -0.33
7 2A, 3M, 1C, 16UF 330.99 4498.80 -0.33

Auto-Correlation
3 4A, 8M,1C, 8UF 726.17 3557.15 -0.46
5 7A, 8M,1C, 8UF 800.68 2940.45 -0.47
7 7A, 8M,1C, 8UF 800.68 2940.45 -0.47

FIR (6-tap)
3 2A, 2M,1C, 8UF 214.99 1477.85 -0.36
5 2A, 2M,1C, 8UF 214.99 1477.85 -0.36
7 2A, 2M,1C, 8UF 214.99 1477.85 -0.36

DHMC
3 4A, 4M, 1C, 6UF 419.07 8581.61 -0.63
5 4A, 4M, 1C, 6UF 419.07 8581.61 -0.63
7 4A, 4M, 1C, 6UF 419.07 8581.61 -0.63

Adaptive Filter
(noise cancellation)

3 4A, 1S, 1M, 1C, 30UF 270.83 3120.01 -0.63
5 4A, 1S, 1M, 1C, 30UF 270.83 3120.01 -0.63
7 4A, 1S, 1M, 1C, 30UF 270.83 3120.01 -0.63

Adaptive Filter
(least mean square)

3 5A, 1S, 1M, 1C, 30UF 292.26 6833.58 -0.70
5 5A, 1S, 1M, 1C, 30UF 292.26 6833.58 -0.70
7 5A, 1S, 1M, 1C, 30UF 292.26 6833.58 -0.70

Table 10.20: Measuring power of obfuscation for each HLT technique

Benchmark pobf for
ROE

pobf for
LT

pobf for
THT

pobf for
LU

pobf for
LICM

Total
pobf

ARF 0.32 0.61 0 - - 0.55
Diff-Eqn 0 0.44 0 1 - 0.72
Auto-Co 0 0 0.49 1 - 0.75

FIR 0 0 0.50 1 - 0.75
DHMC 0 0.38 0 1 - 0.69
Ada-NC 0 0.67 0.03 1 - 0.57

Ada-LMS 0 0.75 0 1 - 0.88

modified node is as follows:

• If the parents of a node in the transformed CDFG is changed than its original.

• If the child of a node in the transformed CDFG is changed than its original.
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Table 10.21: Comparison of proposed obfuscated design with non-obfuscated design in
terms of hardware area, execution latency and design cost

Benchmark
Original non-obfuscated

design
Proposed obfuscated

design

Hardware
area (µm2)

Execution
latency (ps)

Design
cost

Hardware
area (µm2)

Execution
latency (ps)

Design
cost

ARF 241.8 2573.50 -0.26 241.8 1900.8 -0.37
Diff-Eqn 333.0 7246.5 -0.18 333.0 4498.8 -0.33
Auto-Co 736.4 3399.2 -0.48 736.4 2940.5 -0.46

FIR 215.0 1661.3 -0.31 215.0 1477.8 -0.35
DHMC 419.1 8872.1 -0.27 419.1 8581.6 -0.63
Ada-NC 270.8 3330.98 -0.62 270.8 3120.01 -0.63

Ada-LMS 292.3 12561.3 -0.61 292.3 6833.58 -0.70

Table 10.22: Comparison of proposed obfuscated design with [32] in terms of hardware
area, execution latency and design cost

Benchmark Design of [32] Proposed obfuscated
design

Hardware
area (µm2)

Execution
latency (ps)

Design
cost

Hardware
area (µm2)

Execution
latency (ps)

Design
cost

ARF 788.8 1511.5 -0.08 241.8 1900.8 -0.37
Diff-Eqn 3590.1 2326.4 -0.15 333.0 4498.8 -0.33
Auto-Co 3196.1 1144.9 -0.32 736.4 2940.5 -0.46

FIR 399.5 1315.7 -0.25 215.0 1477.8 -0.35
DHMC 4818.9 2891.1 -0.28 419.1 8581.6 -0.63
Ada-NC 2959.0 2826.5 -0.28 270.8 3120.01 -0.63

Ada-LMS 6075.2 4385.8 -0.30 292.3 6833.58 -0.70

• If the operation type of a node in the transformed CDFG is changed than its original.

• If a node present in the obfuscated design does not exist in the original CDFG or vice

versa.

Table 10.20 reports the P obf
i due to each HLT technique as well as the total P obf after con-

secutively applying multiple HLTs. As evidence from the table, for ARF benchmark, the

P obf
i is 0.32, 0.61, 0 for ROE, LT and THT respectively (applied individually), further, the

total normalized P obf is 0.55 for multi-stage obfuscation (all transformations are applied

consecutively).
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Table 10.23: Comparison of proposed obfuscated design with [32] in terms of P obf

Benchmark P obf for
proposed

P obf for
[32]

P obf

improvement %

ARF 0.55 0.43 22.36
Diff-Eqn 0.72 0.50 30.62
Auto-Co 0.75 0.50 32.99

FIR 0.75 0.50 33.33
DHMC 0.69 0.50 27.27
Ada-NC 0.57 0.33 41.18

Ada-LMS 0.88 0.50 42.86

10.4.2 Comparative analysis

This section compares the proposed multi-stage obfuscation approach with the baseline

design and a single-stage obfuscation approach [32]. Table 10.21 reports the comparison

between the proposed approach with its corresponding original (non-secured) design in

terms of hardware area, execution latency and design cost. It can be observed from Table

10.21 that an obfuscated design may achieve lesser execution time as compared to the

original design due to multi-stage transformations. For example, applying ROE, THT, LT,

unrolling etc., may result in reduction of operations in the graph. Therefore, the structurally

transformed graph may optimize the latency after scheduling.

Table 10.22 reports the comparison between the proposed approach with [32] in terms

of hardware area, execution latency and design cost. It can be observed from Table 10.22

that the propose obfuscated approach explores better design solution for all the tested

benchmarks. Finally, the proposed approach achieves an average 55% reduction of design

cost for standard benchmarks [17, 4], compared to [32]. This is obtained as the approach

incorporates PSO-DSE framework to maintain area-delay trade-off of the obfuscated de-

sign.

The comparative results of the proposed approach with [32], in terms of P obf are re-

ported in Table 10.23. As evidence from the table, the proposed multi-stage based struc-

tural obfuscation methodology provides higher robustness for all the tested benchmarks

compared to [32] as it has higher P obf value. Further, it can be observed that the proposed

approach achieves an average 22% higher robustness than [32].
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10.5 Experimental Results: Obfuscation to Secure Multi-

media Processor IP Core of CE Systems

This section discusses the experimental results of the proposed low-cost obfuscated JPEG

CODEC IP core explained in Chapter 8. To verify the designed JPEG CODEC IP cores,

standard 512x512 gray scale test images [15] and NASA images [39] are used as image

dataset to generate compressed/decompressed images through the proposed IP cores. Both

the proposed IP cores are designed, implemented and simulated in Intel Quartus v7.2 soft-

ware with respect to Cyclone II family [14], device no. EP2C35F672C6 at 50MHz clock

frequency. However, it can be emulated in any FPGA device. Table 10.24 reports the FPGA

device utilization summary of the proposed JPEG CODEC IP cores.

The proposed low-cost obfuscated JPEG CODEC IP design is compared with a non-

optimized obfuscated JPEG CODEC IP design to show the impact of design PSO-DSE

based optimization. Table 10.25 reports the comparison of the two aforementioned designs

in terms of hardware area, execution latency and design cost. The design cost is calculated

using Eqn. 8.1, which is a weighted function of normalized hardware area and execution

latency of the design. Further, the NanGate library is used to evaluate both the hardware

area and the execution latency of a design [37]. It can be observed from Table 10.25, that

the proposed JPEG CODEC IP core achieves reduction of greater than 5% in design cost

compared to the non-optimized obfuscated JPEG. This is due to the tree height transfor-

Table 10.24: Device utilization summary of proposed JPEG CODEC IP cores w.r.t Intel
Cyclone II FPGA

Device utilization
summary

Total used Total available Used %

Total logic elements 12148 33216 37
4 input functions 5018 11072 45
3 input functions 6608 11072 60

<= 2 input functions 494 11072 4
Total registers 1826 34593 5

Total pins 322 475 68
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Table 10.25: Comparison between non-optimized obfuscated JPEG CODEC IP core with
proposed low-cost obfuscated IP core in terms of hardware area, execution latency and
design cost

Design metrics Non-optimized
obfuscated JPEG IP core

Proposed low-cost
obfuscated IP core

Resource
configuration

4A, 4M 3A, 3M

Hardware area (µm2) 397.94 298.45
Execution latency (ps) 5860.40 7603.22

Design cost 0.3884 0.3671

mation applied on the JPEG CODEC data flow graph followed by integration of particle

swarm optimization driven DSE framework. Tree height transformation in the proposed

methodology drastically reduces the length of the critical path of the DFG thus minimiz-

ing schedule delay. This impacts reduction of cost. Subsequently, this transformed DFG

is fed into PSO-DSE which iteratively prunes the design space and explores an optimal

low cost design resource. As these are novel solutions to reduce the design cost and never

applied during JPEG CODEC IP core design before, these two layers of optimizations are

not performed by synthesis tools. Since the proposed CODEC achieves reduction of design

cost/overhead thus it has been called ‘low-cost JPEG CODEC IP core’.

Further, Table 10.26 reports the comparison between proposed low-cost obfuscated

JPEG CODEC IP core with a non-obfuscated JPEG CODEC IP core in terms of design

area, latency, cost and ‘Power of Obfuscation’. The PoO metric is explained in Chapter 6

and can be express as:

P obf =
ai
aTi

(10.9)

This metric indicates how strong an obfuscated JPEG CODEC design is concealed in

terms of structural identity. The more the design is obfuscated, higher is the complexity in

discovering the functionality through the architecture, minimizing chances of RE. Modifi-

cation of a node in a DFG indicates either, (a) the source/parents of a node is changed, or,

(b) the child of a node is changed, or, (c) operation type of a node is changed, compared

to the original. As shown in Table 10.26, PoO of 76% is achieved through the proposed

167



Table 10.26: Comparison between non-obfuscated JPEG CODEC IP core with proposed
low-cost obfuscated IP design in terms of area, latency cost and power of obfuscation

Design
metrics

Non-
obfuscated
JPEG IP

design

Proposed
low-cost

obfuscated
IP design

Structure
change
due to

obfuscation

Improved
PoO through

proposed
design (%)

Resource
configuration

4A, 8M, 12 (8:1)
Mux, 12 (16:1)Mux, 6
(1:8)Demux, 6 (1:16)

Demux, 25Reg

3A, 3M, 10 (32:1)
Mux, 2 (16:1)Mux, 5
(1:8)Demux, 1 (1:16)

Demux, 13Reg

10064 Gates -

Hardware
area (µm2)

483.66 298.45 - -

Execution
latency (ps)

6533.08 7603.22 - -

Design cost 0.4582 0.3671 - -
Power of

obfuscation
0 0.7574 - 76%

Table 10.27: Storage size, reduction percentage, MSE and PSNR of compressed image for
Q90 (Images 1 to 6 have been extracted from standard image datasets [15] and [39])

Images Original
size (bits)

Compressed
size (bits)

Compression
efficiency (%)

MSE PSNR

Image 1 1048576 236568 77.44 3.84 17.68
Image 2 1048576 200000 80.93 3.50 18.08
Image 3 1048576 170640 83.73 2.00 20.51
Image 4 1048576 194144 81.49 2.63 19.32
Image 5 1048576 210760 79.90 3.25 18.40
Image 6 1048576 216136 79.39 2.20 20.09

approach compared to standard non-obfuscated JPEG CODEC IP. Further, as shown in this

table, the change (reduction) in gates due to proposed obfuscation is more than 10 thou-

sand. This indicates massive structural transformation at gate level of JPEG CODEC IP

core architecture due to transformation in functional resources, multiplexers, demultiplex-

ers and registers. This massive transformation makes the architecture/structure of JPEG

IP core non-obvious to an adversary in terms of functionality. An adversary would find it

difficult to discover the actual functionality of the design structure.
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Table 10.28: Storage size, reduction percentage, MSE and PSNR of compressed image for
Q70 (Images 1 to 6 have been extracted from standard image datasets [15] and [39])

Images Original
size (bits)

Compressed
size (bits)

Compression
efficiency (%)

MSE PSNR

Image 1 1048576 106768 89.82 4.85 16.66
Image 2 1048576 99120 90.55 4.23 17.26
Image 3 1048576 90584 91.36 2.91 18.88
Image 4 1048576 91952 91.23 3.50 18.08
Image 5 1048576 102112 90.26 3.83 17.69
Image 6 1048576 105168 89.97 3.11 18.60

To perform image compression and decompression using the devised JPEG CODEC IP

core, total six images are chosen from ‘Dataset of standard 512x512 grayscale test images’

[15] and ‘NASA images’ [39] datasets. The compression is performed for two different

quality levels i.e. quality level 90 (Q90) and 70 (Q70). Additionally, the MSE and the

PSNR of the corresponding compressed images obtained through devised JPEG CODEC

IP core design are also calculated. As PSNR is commonly used to calculate the quality of

the reconstructed image of lossy compression, it is used to evaluate image degradation of

compressed images obtained through devised JPEG CODEC IP core. PSNR is defined for

two images A and B of size M x N as [29]:

PSNR(A,B) = 20 log10

MAXA√
MSE(A,B)

(10.10)

where, MSE(A, B) can be defined as [29]:

MSE(A,B) =
1

M ∗N

M−1∑
i=0

N−1∑
j=0

(
A(i, j)−B(i, j)

)2 (10.11)

Table 10.27 and Table 10.28 reports the storage size, reduction percentage, MSE and

PSNR of the compressed image for quality level 90 and 70, respectively. It can be observed

that higher compression efficiency is achieved for Q70 than Q90 while compromising the

image quality (indicated by PSNR).
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10.6 Experimental Results: Hardware Trojan Secured IP

Core of CE Systems

This section discusses the experimental results of the proposed low-cost hardware Trojan

security aware design methodology explained in Chapter 9. This section is divided into fol-

lowing sub-sections: (a) Experimental setup and benchmarks which discusses the machine

setup, control parameters and benchmarks used (b) Analysis of results which presents the

proposed results for single and nested loop based CDFGs based on user constraints and (c)

Comparison with prior related research in terms of implementation cost and final architec-

tural solution is performed.

10.6.1 Experimental setup and benchmarks

The proposed approach as well as [46] both have been implemented in Java and run on

Intel Core-i53210M CPU with 3MB L3 cache memory, 4 GB DDR3 primary memory and

processor frequency of 2.5 GHz. During experiment, 15 runs were executed for proposed

PSO-DSE. During the experimental conduct it was found that the proposed approach is

scalable and is able to handle problems of medium/large size. Further during the experi-

ments, the following optimal settings from [55] for PSO framework were fixed: ω (inertia

weight) = linearly decreasing between 0.9 and 0.1; b1 & b2 (acceleration coefficient) = 2; r1

& r2 (random numbers) = 1; p (swarm size) = 3 or 5 or 7. The benchmarks used during ex-

periments comprises of loop based control intensive applications derived from multimedia

and signal processing domain. More explicitly, single and nested loop based control data

flow graphs were used as standard benchmarks from [18, 17]. These benchmarks are typ-

ically data and control intensive applications which consume huge power and processing

delay. The benchmark application is made up of operations that utilize third party micro

IPs such as adder, subtractor, comparator etc. present in the tool library. For evaluating the

Trojan detection capability (i.e. testing purpose) of the proposed approach, Trojan logic

was inserted into these micro 3PIPs by altering the digital logic of the circuit through a

combination of additional gates, multiplexers, flip-flops, control signals etc. A demonstra-
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Table 10.29: Total hardware area and execution latency of the proposed approach

Benchmark Lcons (µs) LDMR
T (µs) Acons(au) ADMR

T (au)

Autocorrelation filter
(U1 = 2, U2 = 3) 50.04 34.62 19000 17996

Autocorrelation filter
(U1 = 3, U2 = 3) 65.00 35.43 23000 22928

Autocorrelation filter
(U1 = 4, U2 = 2) 55.00 24.43 28000 27860

DHMC
(U1 = 2, U2 = 3) 420.00 262.33 35000 33524

DHMC
(U1 = 3, U2 = 3) 620.00 507.35 35000 26994

DHMC
(U1 = 4, U2 = 2) 550.00 327.80 36000 35992

Differential Eqn.
(U = 4) 182.21 120.81 43301 26994

FFT
(U = 2) 200.00 156.85 41000 26128

FIR
(U = 6) 40.00 23.62 27000 22928

tive example which shows the procedure for Trojan insertion in BCD adder present as 3PIP

module in HLS tool library is shown in Fig. 9.2 (Section 9.1.2). This type of modeling is

realistic as mostly in real life cases the Trojan gets triggered by activation of a control line

(such as ‘En’ in Fig. 9.2).

10.6.2 Analysis of results

For single loop based CDFGs representing DSP cores

For single loop based applications, the proposed approach is able to attain final solutions

which lie within the user provided constraints of area and execution delay (as well as

minimizes the hybrid cost in Eqn. 9.5), as shown in Table 10.29. For example, for Dif-

ferential Equation benchmark, the proposed approach generates the final solution, (Xi):

N(Radder), N(Rsubtractor), N(Rmultiplier), N(Rcomparator), U, Av = 3(+), 3(−), 5(∗), 2(<

), U = 4, Av = 00, with LDMR
T = 120.81 µs and ADMR

T = 29136 au, which completely

satisfies the area-delay constraints (Acons = 43301 au and Lcons = 182.21 µs). (Note: Acons
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and Lcons could be any value between the minimum (ADMR
min , LDMR

min ) and maximum value

(ADMR
max , LDMR

max ). Similar behavior is observed for the other benchmarks.

For nested loop based CDFGs

In case of nested loop based CDFGs, the proposed approach is able to attain final solutions

which lie within the user provided constraints of area and execution delay (as well as mini-

mizes the hybrid cost in Eqn. 9.5), as shown in Table 10.29. For example, for Auto correla-

tion Filter benchmark, the proposed approach generates the final solution, (Xi): N(Radder),

N(Rmultiplier), N(Rcomparator), U1, U2, Av = 2(+), 4(∗), 2(<), U1 = 2, U2 = 3, Av = 00,

with LDMR
T = 34.620 µs and ADMR

T = 17996.00 au, which completely satisfies the area-

delay constraints (Acons = 19000.00 au and Lcons = 50.04 µs).

10.6.3 Comparison with related prior research

It is important to note that there is no work in the literature that explores the low cost

Trojan secured schedule for nested loops DSP kernels. The costs function for both [46]

and the proposed approach consider the area of single comparator/error detection block

responsible for runtime Trojan detection at the final output. However, the cost function

does not have any impact of comparator/error detection block as it is used in both the

approaches. Table 10.30 shows the results of the approach [46], while Table 10.31 shows

the comparative results of the proposed approach with [46] in terms of cost and final Trojan

secured hardware solution found. Although [46] does not handle single and nested loop

CDFGs during Trojan security, however for comparison purpose, [46] have been fully re-

implemented by feeding the completely unrolled version of each CDFG (both single and

nested loop). Complete unrolling of the CDFG (by converting it into a straightforward

DFG) was required as [46] cannot handle CDFGs concurrently with resource configuration

during exploration. The proposed approach generates superior results than [46] due to the

following reasons:

• The integration of allocation procedure of vendors Av with the encoding for explo-

ration, bears an impact on the final optimization quality.
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Table 10.30: Total hardware area and execution latency of [46]

Benchmark Lcons (µs) LDMR
T (µs) Acons(au) ADMR

T (au)

Autocorrelation filter
(U1 = 2, U2 = 3) 50.04 33.81 19000 30396

Autocorrelation filter
(U1 = 3, U2 = 3) 65.00 45.08 23000 31278

Autocorrelation filter
(U1 = 4, U2 = 2) 55.00 45.08 28000 31404

DHMC
(U1 = 2, U2 = 3) 420.00 286.35 35000 52824

DHMC
(U1 = 3, U2 = 3) 620.00 440.89 35000 66054

DHMC
(U1 = 4, U2 = 2) 550.00 327.80 32000 35992

Differential Eqn.
(U = 4) 182.21 131.27 43301 29640

FFT
(U = 2) 200.00 179.24 41000 33974

FIR
(U = 6) 40.00 34.08 27000 24692

• In case of single loop based applications, the proposed approach consists of another

supplementary option in encoding for exploration of an optimal unrolling factor.

• The proposed approach provides exploration of schedule resources based on user

constraints which also bears an effect on the final design quality.

It can be seen from the results that even though for some benchmarks the number of

resources in the final solution for [46] are lower than the proposed solution, since it has no

feature for exploring an optimal unrolling factor and distinct vendor allocation, it uses the

maximum unroll factor value as well as same vendor allocation rule to each unit (Av = 01)

during DMR design thereby resulting in higher cost. Therefore, distinct vendor allocation

type Av = 00 always yields lower cost final solution than [46].

Table 10.32 reports the impact of population size p on the runtime of proposed ap-

proach. For all the benchmarks, the runtime to find the solutions escalates with the growth

in population size. This is due to the increase in computational complexity per iteration.

However, no improvement in the quality of the solution is found.
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Table 10.31: Comparison of proposed approach with [46] in terms of design cost

Benchmark Design solution
for proposed

Design solution
for [46]

Design cost
of proposed

Design cost
of [46]

Autocorrelation filter
(U1 = 2, U2 = 3)

2(+), 4(*), 2(<)
U1=2, U2=3, Av=00

3(+), 5(*), 2(<)
U1=2, U2=3, Av=01 -0.134 0.096

Autocorrelation filter
(U1 = 3, U2 = 3)

2(+), 8(*), 2(<)
U1=3, U2=3, Av=00

3(+), 5(*), 2(<)
U1=3, U2=3, Av=01 -0.149 0.025

Autocorrelation filter
(U1 = 4, U2 = 2)

2(+), 8(*), 2(<)
U1=4, U2=2, Av=00

3(+), 5(*), 2(<)
U1=4, U2=2, Av=01 -0.173 -0.017

DHMC
(U1 = 2, U2 = 3)

4(+), 6(*), 2(<)
U1=2, U2=3, Av=00

3(+), 5(*), 2(<)
U1=2, U2=3, Av=01 -0.140 0.057

DHMC
(U1 = 3, U2 = 3)

3(+), 4(*), 2(<)
U1=3, U2=3, Av=00

3(+), 5(*), 2(<)
U1=3, U2=3, Av=01 -0.131 0.173

DHMC
(U1 = 4, U2 = 2)

4(+), 6(*), 2(<)
U1=4, U2=2, Av=00

3(+), 5(*), 2(<)
U1=4, U2=2, Av=01 -0.136 -0.103

Differential Eqn.
(U = 4)

2(+), 2(-), 5(*),
2(<), U=4, Av=00

2(+), 2(-), 5(*),
2(<), U=4, Av=01 -0.232 -0.193

FFT
(U = 2)

4(+), 2(-), 4(*),
1(<), U=2, Av=00

5(+), 2(-), 5(*),
2(<), U=2, Av=01 -0.185 -0.088

FIR
(U = 6)

4(+), 8(*), 2(<)
U=6, Av=00

3(+), 5(*), 2(<)
U=6, Av=01 -0.175 -0.074

Table 10.32: Comparison of exploration time for various swarm size p

Benchmark Exploration time (ms) for swarm size ‘p’

p = 3 p = 5 p = 7

Autocorrelation filter
(U1 = 2, U2 = 3) 2144 4305 4893

Autocorrelation filter
(U1 = 3, U2 = 3) 3297 4091 8080

Autocorrelation filter
(U1 = 4, U2 = 2) 4928 5536 7860

DHMC
(U1 = 2, U2 = 3) 21836 43218 62345

DHMC
(U1 = 3, U2 = 3) 29823 49876 68243

DHMC
(U1 = 4, U2 = 2) 29066 45327 65827

Differential Eqn.
(U = 4) 2084 6359 9243

FFT
(U = 2) 6856 9132 9205

FIR
(U = 6) 638 1132 1775
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Chapter 11

Conclusion

This thesis has presented novel methodologies for securing/protecting data and control in-

tensive applications used in CE systems. The protection/security algorithms are integrated

with these application specific datapath processors for DSP and multimedia kernels during

the in-synthesis process at architectural level. Therefore, this thesis has accomplished the

following objectives:

• Proposes single-phase watermarking methodology to solve the problem of fraudulent

claim of ownership, IP piracy and IP cloning. The experimental results over the

standard applications indicate an average reduction in the final embedding cost of

6% and higher security compared to recent approach.

• Proposes multi-phase watermarking methodology to solve the problem of tampering

or removal of the implanted signature. The experimental results over the standard

applications indicate it yields zero delay and minimal area overhead compared to

the baseline and achieves average cost reductions of 7.38% and 6.25% compared to

two similar approaches. Further, it achieves a lower Pc value by 3.2 × 1027 times

in magnitude compared to similar approaches. Additionally, it is 3.4 × 1043 and

2.8× 1019 times more tamper tolerant than similar approaches.

• Proposes symmetrical IP core protection methodology to solve the problem of abus-

ing the rights of the IP Core buyer and seller. Experimental results over the standard
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applications indicate an average 1% design cost overhead compared to baseline (un-

protected) design and <1% design cost overhead compared to a non-symmetrical

approach.

• Proposes multi-stage structural obfuscation methodology to solve the problem of re-

verse engineering attack. Experimental results over the standard applications indicate

an improvement in the power of obfuscation by 22% and reduction in obfuscated de-

sign cost by 55% is achieved compared to recent prior work.

• Proposes an enhancement in the functional obfuscation for DSP/MP IP core method-

ology to solve the problem of SAT and removal attacks. A custom lightweight AES

module is proposed and designed in a standard CAD tool to achieve the purpose. The

AES module utilizes <1% of the available design logic elements of the FPGA.

• Proposes a design methodology for generating structurally obfuscated JPEG CODEC

to prevent RE attacks on it. The proposed approach optimized the design cost of

the obfuscated JPEG CODEC IP core using PSO based DSE by 5% compared to a

non-obfuscated design and enhanced the PoO by 76% compared to a non-obfuscated

design.

• Proposes a Trojan secured DMR schedule methodology to solve the problem of gen-

erating a low-cost Trojan secured datapath. A sequence of test vectors generated

through 8th order polynomial Linear-Feedback Shift Register (LFSR) as ATPG are

fed into the DMR schedule for comprehensive coverage of Trojan detection. The

results generated indicate that a detection rate of 100% was achieved while handling

such Trojans.

All these methodologies handle attacks through HLS framework. Therefore, both

higher and lower design abstraction level will be secured through the proposed approaches.

Security analysis of all the defense mechanisms ensures strong robustness. In this context,

the proposed method promises significant improvement in terms of security and design

overhead in comparison to recent prior works.
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